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Abstract

Conventional wisdom holds that open, collaborative, and transparent organizations
are innovative. But some of the most radical innovations—satellites, lithium-ion batter-
ies, the Internet—were conceived by small, secretive teams in national security agencies.
Are these organizations more innovative because of their secrecy or in spite of it? We
study a principal-agent model of public-sector innovation. We give research teams a
secret and public option during the initial testing and prototyping phase. Secrecy helps
advance high-risk, high-reward projects through the early phase via a cost-passing mech-
anism. In open institutions, managers will not approve pilot research into high-risk,
high-reward ideas for fear of incurring political costs. Researchers exploit secrecy to
conduct pilot research at a higher personal cost to generate evidence that their project
is viable and win their manager’s approval. Contrary to standard principal-agent find-
ings, we show that researchers may exploit secrecy even if their preferences are perfectly
aligned with their manager’s; and that managers do not monitor researchers even if mon-
itoring is costless and perfect. We illustrate our theory on two cases from the early Cold
War: the CIA’s attempt to master mind control (MK-ULTRA) and the origins of the
satellite (CORONA). We contribute to the political application of principal-agent the-
ory and studies of political innovation, conflict and innovation, emerging technologies,
democratic oversight, and great power competition.



1 Introduction

Nations that want economic prosperity, sound public policy, and enhanced national security

must innovate (Black and Lynch, 2004; Freeman, 2015; Horowitz, 2010a; Taylor, 2016). To wit,

scholars across many disciplines study why some organizations are more innovative than others.

There is broad agreement that openness, defined loosely as organizations which encourage employees

to share their ideas with their colleagues, spurs innovation (Bresnahan, Brynjolfsson and Hitt, 2002;

Laursen, 2003; Tushman and Anderson, 1986; West and Anderson, 1996).1 Open organizations

foster competition and collaboration between otherwise siloed divisions (Aghion, Bloom, Blundell,

Griffith and Howitt, 2005; Macdonald, 2015), diffuse ideas (Boushey, 2016), and encourage a free-

flow of information (Zoghi, Mohr and Meyer, 2010).

One set of institutions consistently buck this trend: secretive intelligence and national security

organizations. Agencies like the Central Intelligence Agency (CIA), the National Reconnaissance

Office (NRO), and MI5 employ scientists that have consistently produced radical innovations. These

include the satellite,2 artificial intelligence and speech recognition programs,3 autonomous robots,4

lithium-ion batteries,5 nuclear weapons, the Internet, component-part factories,6 and GPS and

other systems that birthed Google Earth.7 Failed projects also speak to their vision. During World

War II, the Office of Strategic Services devised a plan to cover foxes in glow-in-the-dark paint

to scare Japanese soldiers. As proof of concept, they dropped glowing foxes into Central Park,

terrorizing New Yorkers (Houghton, 2019). The CIA also explored psychic spying to determine if

individuals claiming paranormal abilities could reveal Soviet capabilities (Richelson, 2002, 176-187).

Are these organizations more innovative because of secrecy, or in spite of it? To answer this

question, we study a principal-agent model of organizational innovation (e.g Lai, Riezman and

Wang, 2009; Kopel and Riegler, 2006). We adapt the payoffs to reflect the agents’ sensitivities to

political costs and benefits (Joseph, Poznansky and Spaniel, 2022). We allow researchers secrecy

1For exceptions, see Rotemberg and Saloner (1994).
2https://www.nro.gov/Portals/65/documents/history/csnr/corona/The%20CORONA%20Story.pdf?ver=

BgSn5nPYz45EZ9O ZF57Ow%3d%3d
3https://dc.mit.edu/sites/default/files/pdf/2014-federally-supported-innovations.pdf, pp. 13-14
4https://www.nist.gov/publications/learning-hierarchical-control-system-4drcs-darpa-lagr-program
5https://www.cia.gov/about-cia/cia-museum/experience-the-collection/text-version/stories/cias-impact-on-

technology.html.
6This significantly advanced the industrial revolution (Winchester, 2019, 86-90).
7https://www.youtube.com/watch?v=XTCoOKZoDIElist=PL979C3B52F202C43Findex=4.
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during the conceptualization and prototyping phase of innovation. We then contrast mechanisms

for innovation in open and secret public-sector institutions (Cain, 2014).8

Secrecy during the conceptualization phase allows different agents to distribute the political

costs of authorizing each phase of controversial, high-risk research programs. In open institutions,

lower-level researchers cannot pursue pilot programs to determine if a concept is viable without

their manager learning about it. When their manager learns of a novel but controversial idea, she

will not even approve pilot research to determine if the project is viable because she does not want

to be responsible for the decision. Secrecy early in the innovation process gives an enterprising

researcher cover to collect evidence (at a larger personal cost) that the novel idea is viable. When

a pilot study shows promise, the researcher can take it to their manager for approval.

Including secrecy at the origins of innovation and political preferences generates two surprising

results for principal-agent theory (Downs and Rocke, 1994; Miller, 2005; Hawkins, Lake, Nielson

and Tierney, 2006; Di Lonardo, Sun and Tyson, 2020). First, the researcher turns to secrecy

even if her preferences are perfectly aligned with the manager’s. Second, the manager does not

monitor the researcher even if monitoring is costless and perfect and the manager knows that the

researcher only exploits secrecy to do something the manager would not allow her to do. These

results follow from a don’t-ask-don’t-tell dynamic made possible because secrecy allows actors to

distribute costs. Distributing costs alleviates preference asymmetry. The manager knows if she

monitors the researcher, she will discover something unsavory and shut research down. However, if

she remains ignorant, she can incur a small share of the costs associated with highly controversial

pilot research, and still benefit when the pilot research shows promise.

We also use the model to explore the qualities of innovations unique to secretive, national

security institutions. We find that all political organizations, even the open ones, pursue ideas

that, in expectation, serve the national interest and involve non-controversial research practices.

However, only secret organizations can pursue initial concepts that involve large risks and rewards.

This includes promising ideas that require controversial pilot research. It also includes obscure ideas

that could generate either enormous gains or losses once deployed in the field. Before pilot research

is carried out, these ideas are too controversial for open, public-sector organizations to pursue.

8We emphasize internal secrecy where small teams can conceal their practices from their colleagues, managers,
etc. This is distinct from external secrecy wherein states are concealing information from other countries.
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With hindsight, they represent both the path-breaking innovations the intelligence community is

known for, and some of its shameful failures.

We illustrate our theory using several cases: attempts to master mind control (MK-ULTRA)

and innovations to facilitate reconnaissance over the Soviet Union (via the CORONA satellite

and, in the qualitative appendix, the U-2 spy plane). We chose these cases for historical quirks

that provide inferential leverage. But they are also valuable because their implications are under-

explored by social scientists.9 The CORONA project, for example, illustrates how our theory

of early secrecy clarifies cases studied in political science that benefit from late-stage openness

(Carnegie and Carson, 2018; Coe and Vaynman, 2019; Early and Gartzke, 2021; Vaynman, 2022).

We contribute to five debates. First, we identify a selection effect that explains why national

security institutions innovate more than innovation scholars in international political economy and

comparative politics might expect (Frant, Berry and Berry, 1991; Gray, 1973; Mintrom, 1997;

Taylor, 2016). Openness enhances innovation once an idea has buy-in. But truly path-breaking

ideas may only receive initial buy-in if researchers can exploit secrecy to verify those ideas with

prototypes, and concept studies. Second, we broaden arguments about innovation in autocratic

regimes and terrorist organizations by showing how secrecy allows democratic governments to

pursue politically sensitive ideas (Dolnik, 2007; Dragu and Lupu, 2021; Moghadam, 2013; Perkoski,

2019; Horowitz, 2010b). Third, some wonder why the military often finds innovation difficult even

though national security is important (Farrell and Terriff, 2002; Posen, 1984; Rosen, 1988).10 We

expand the scope to other national security institutions and show that they are prolific innovators

because they are allowed to conceive of ideas in secret. Fourth, we advance a national security theory

of bottom-up innovation (Griffin, 2017; Grissom, 2006; Foley, 2012; Jungdahl and Macdonald,

2015; Macdonald, 2015). Fifth, we provide one mechanism for balancing positive and negative

ethical and strategic implications of emerging national security technologies (Horowitz, 2016; Zhang,

Anderljung, Kahn, Dreksler, Horowitz and Dafoe, 2021; Sechser, Narang and Talmadge, 2019). We

discuss policy implications in the conclusion.

9While the U-2 and satellites are reasonably well-studied by intelligence historians, MK-ULTRA is relatively
unstudied. Our primary source review contributes here also (Andrew, 1995; Bateman, 2020; Hopkins, 1996; Doel and
Needell, 1997; McCarthy, 2013; Richelson, 2002; Wallace, Melton and Schlesinger, 2009).

10See also Griffin (2017, 215).
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2 Concepts

Our theory is closest to principal-agent models that examine rationalist, organizational innova-

tion (e.g Lai et al., 2009; Kopel and Riegler, 2006). We adapt this model to fit public-sector agents,

and secrecy. Others examine principal-agent problems in political institutions (see Miller, 2005, for

review). But they typically focus on policymaking or electoral accountability and not innovation

(Downs and Rocke, 1994, is closest to this study). Some examine principal-agent problems that are

unique to international relations. But they emphasize interactions between two states (Hawkins

et al., 2006) or two foreign militaries (Biddle, Macdonald and Baker, 2018). We focus on a handful

of employees working within government agencies. We detail the differences in Appendix D. Our

theory shares a substantive focus with national security innovation. But our theoretical approach

is different. We fully review how we adopt and complement this literature in Appendix C. Here we

further develop our two central concepts: innovation and secrecy.

2.1 Innovation

Innovation is the process of taking a novel idea and converting into a working device or policy

(Kollars, 2017, 126).11 Innovation occurs only after (1) a novel idea, (2) pilot testing to validate

and improve that insight, and (3) the decision to develop a product and deploy it in the field (King,

1990). The last step is critical. It is not enough to conceive an idea. Innovation requires that the

idea is developed into a working product (West and Anderson, 1996).

Government agencies innovate to achieve their policy goals (Taylor, 2016). National security

goals include monitoring rivals or preventing terrorist attacks. We define an innovation’s effects as

whether the final product moves the nation towards or away from its goals. Many innovations have

positive effects (i.e. move the organization towards its goals). Others have no effect. Others still

have negative effects because of unintended consequences (Sechser et al., 2019). This could include

conflict escalation, degrading defenses, or facilitating local rebellion (Horowitz, 2020; Kuo, 2020).

While researchers hold expectations, they are uncertain about the true effect.

We distinguish between the effects of innovation that follow from deploying a product (described

above, and which can be positive or negative) and the costs associated with moving an idea through

11Taylor (2016, 29) defines innovation as “as the discovery, introduction, and/or development of new technology,
or the adaptation of established technology to a new use or to a new physical or social environment.”
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the development phases (King, 1990). Some development costs stem from the financial burden of

research trials and prototype construction. But public-sector institutions are especially sensitive

to political costs.12 Political costs stem from professional punishments, moral costs, or penalties

imposed upon agents following a policy choice that is morally questionable, embarrassing, or per-

ceived as a waste of government resources (Caillier, 2017; Colaresi, 2014). These political costs can

manifest at different stages of innovation. During pilot research, political costs can be activated

from wasteful spending or human subjects research without consent (Sagar, 2013). During the de-

ployment phase, political costs can be activated from labor abuses during production, or political

fall-out—such as escalation risks with foreign rivals or damage to international reputation—from

revealing a controversial project.

Of course, not all research activates political costs.13 But in many cases, national security

employees do face costs for pursuing ideas. This is because of an organizational culture that

perceives radical ideas as reckless, steep punishments for perceived abuse of public trust, and

bureaucratic inertia (Grissom, 2006; Lee, 2019; Price, 2014). Unique ethical concerns surrounding

violence impose personal costs on national security innovators (Zhang et al., 2021). These costs

can be large enough that researchers do not voice their ideas in the first place (Bond, 1986). This

explains why militaries often fail to pursue novel ideas even though the problems are important

and their budgets are large.

Later, these contextualizing details will help us interpret our theoretical findings. But in the

end, our model is abstract. We only assume that different public-sector employees participate in

the research process and they derive benefits (positive or negative) depending on the effects of

innovation. They also incur research and development costs as ideas work their way through the

innovation process. The scope of these costs depends on how responsible they are for advancing an

idea, and their personal sensitivities.

2.2 Secrecy

National security scholars often equate secrecy with the classification of sensitive information

which would undermine national security in the hands of foreign threats. The innovations examined

12We accept that political and financial costs exist in private and public sectors. However, profits are the main
focus of private-sector innovation (see Freeman, 2015; King, 1990).

13Our model accounts for this because we allow costs to be 0.
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here were at one point all controlled under national security classification. As such, we are not

interested in why agencies are allowed to keep secrets from external audiences. This is taken as

given. Instead, we examine the strategic logic behind why and how individual agents utilize the

opportunity to keep secrets from others within the community. Put differently, we are interested in

the ability of individuals to make choices without first seeking approval from superiors and without

those superiors and the public learning about their actions for some period of time (Cain, 2014).

Within this context, our main focus is on secrecy during the early phases of innovation. That is,

a researcher’s capacity to develop a prototype, run laboratory tests, simulations, or other research

programs without a manager or compliance officer knowing about it. We accept that as projects

progress, even secretive agencies may exploit open research practices to refine their idea by sharing

information broadly across the national security community. But absent small teams pursuing

initial testing in relative secrecy early, many innovations may never make it that far.

Secrecy is similar in some ways to the delegation of authority (Laursen, 2003). However, there

are important differences. Studies of private-sector innovation show that innovative firms do dele-

gate spending and research choices to subordinates (Bresnahan et al., 2002). But delegation works

because teams collaborate and compete with other teams in the organization (Jones, Kalmi and

Kauhanen, 2006; West and Anderson, 1996; Aghion et al., 2005), or take other actions that can

only happen if research is open (Zoghi et al., 2010; Laursen, 2003; Bresnahan et al., 2002).

Unlike delegation, secrecy ensures that researchers can spend time, sometimes years, on con-

troversial projects without anyone learning the details of what they are doing (Cain, 2014).14 For

example, the United States’ federal budget is designated at the program level, and monitoring and

evaluation is mandatory for open agencies. Spending choices are subject to external evaluation so

the government can verify public funds are well spent. In contrast, secretive intelligence agencies

and parts of the military have access to an unvouchered fund that allows them to spend money

without explaining what it is for (Johnson, 2022, 168).

Also unlike delegation, secrecy allows managers to avoid political costs through ignorance. When

a scandal erupts in an open government organization, a manager cannot easily say they did not

know what their staff was doing because the public expects them to monitor their employees. But

14Cain argues that secrecy allows all elites to avoid costs in finding compromise in a policy bargaining context.
We examine how secrecy allows agents to distribute costs of making choices (not raising ideas to reach a compromise)
in a principal-agent context.
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national security employees are expected to maintain secrecy to guard against leaks and counter-

intelligence threats. This helps excuse managers who do not intrusively monitor their staff to learn

about questionable choices. For example, during the Iran-Contra Affair, Reagan avoided some of

the worst costs by claiming that subordinates engineered the scheme without his knowledge.

Of course, scientists that authorize research in secret organizations still keep detailed project

records that managers can request. Managers also have a top-level understanding of a project’s

objectives. Even still, managers often have little incentive to inquire about project details. Often

the devil is in these details. In the 1960s, a secret military research program tested the effects of

various chemicals agents on U.S. soldiers. The project received approval under the assumption that

subjects provided consent.15 An Inspector General report later found, however, that “volunteers

were not fully informed, as required, prior to their participation.”16 The project went on for years

before managers learned of this detail and the project was shut down.17

In practice, agents can exploit secrecy at different levels of a secret organization. To keep

things simple, we detail a two-level institution that involves one decision-maker and one researcher.

However, in many historical examples we see variation between who knows the devilish details and

who does not. At one extreme, a handful of scientists know the controversial details of a program,

but even their immediate superiors are unaware of the controversial research activities. At the other

extreme, the president is fully aware of the devilish details, but Congress is not. In the middle,

directors of intelligence agencies know exactly what their subordinates are doing but do not inform

the president.18 If we add layers of management to the institution, our basic predictions still bear

out so long as there is secrecy at some level of the organizational hierarchy. There must be at least

one partition between insiders who can pursue research and development without explaining their

practices outside of the group and who share the costs of authorization if things go wrong, and

outsiders who can save some costs by remaining ignorant about what her subordinates are up to

but cannot stop programs for a long time.

15https://nsarchive2.gwu.edu/radiation/dir/mstreet/commeet/meet4/brief4.gfr/tab l/br4l1a.txt.
16https://bioethicsarchive.georgetown.edu/achre/final/chap3 4.html.
17See U.S. Senate (1976, 411).
18In other examples there are inter-agency teams. But the teams are small and secret. Our theory covers any

project team that can maintain secrecy, whether all members work for the same agency or not.
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3 Model

Our analysis plan is as follows. First, we set-up a basic institution. Second, we formally define

secret innovation, and contrast the process of innovation in secret and open organizations to explain

the core mechanism that drives secret innovation. Third, we use comparative statics to explore the

innovations uniquely pursued in secret organizations. Fourth, we introduce two distinct information,

agency, and monitoring problems into the model to flesh-out the mechanism and connect the model

to the principal-agent literature. Finally, we consider the rationale for allowing secrecy, given it

can lead to perverse outcomes.

3.1 Setup

We study an institution that employs two agents: a researcher (R, she) and a manager (D, for

decider, he). Figure 1 visualizes the game-tree and payoffs. The dashed box is the sub-game in

which R exploits secrecy. In it, she can conduct pilot research without her manager knowing about

it.19 Below we contrast secret and open institutions. Open institutions remove the secret sub-game

but are otherwise identical.

We model the true effect of unleashing a new innovation on the world as π ∈ R. When π is

positive (negative), it means that the innovation ultimately moves the institution closer (further)

from achieving its goals. Of course, agents cannot anticipate all the consequences of unleashing

new devices on the world ex-ante. Thus, D’s choice to innovate is based on an expectation of the

consequences. Define p(π)→ R as a density function that determines the effect of introducing the

innovation into the world. We assume that both player’s know the density function p(), but not

the true realization of π.

Along the way to innovation, agents can authorize pilot research, which has two effects. First,

pilot research improves the value of innovation by θ ≥ 0. Second, pilot research helps discover the

true effect if innovation happens. We model this as a normally distributed signal m ∼ N (π, σ) tied

to the true consequences of innovation (π).20

Agents pay political costs for participating in a controversial research process. We assume that

19We study more complex effects of secrecy in extensions.
20Note π is drawn from an arbitrary distribution. We model the signal from a normal distribution to avoid corners

if p(π) is supported on a limited range.
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players pay one cost—ki, i ∈ {R,D}— if the institution engages in pilot research.21 They pay a

second cost—ci—if the project is deployed into the field. We assume that actors incur costs based

on how responsible they are during the decision-making process. The total amount of cost to be

apportioned in 1 + x. We distribute 1 unit of cost to the agent that chooses to take costly action

(conduct research, authorize innovation), and a smaller x ∈ (0, 1) portion to the other agent who

works at the same institution but who did but did not directly take a costly action.

Figure 1: Game Tree
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The dashed rectangle represents the secret option. The counter-factual open organization does not include this sub-game.
Shaded triangles represent random variables. Nature does not reveal π to either player. Nature reveals m to both players.

Parameter Interpretation
π ∈ R Affect from unleashing an innovation on the world
p(π) Agents’ initial expectation about the innovation’s affect.
ci ≥ 0 Political costs agent i incurs when innovation is approved
ki ≥ 0 Political costs agent i incurs when pilot research is approved
x ∈ [0, 1) What the agent pays for participating in innovation phase that she did not authorize
m()|π What agents learn from pilot research
θ ≥ 0 How much pilot research improves an idea

21A cost of k = 0 implies that pilot research isn’t controversial.
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3.2 Analysis: Secret innovation and the cost-passing mechanism

Our solution concept is sub-game perfect equilibria (SPE). We define secrete innovation as

follows.

Definition Suppose parameter values in the open institution where innovation does not occur with

probability on the path in any SPE. Then secret research facilitates innovation if innovation

occurs with positive probability in any equilibrium in the secret institution with the same parameter

values.

This definition highlights the counterfactual nature of our claim. Open institutions can innovate.

But there are some ideas that only secret institutions will pursue.

Our first task is to identify the ideas open institutions will not pursue. Define e0|p as the agents’

prior expected value for π. Define, e1|p,m as the agents’ posterior expected value for π if research

happens and agents observe a message m. Finally, define λ0 = pr(e1 > cD−θ)|p as D’s pre-research

belief that if research is conducted, he will observe a signal m that will lead to a posterior belief

e1 > cD−θ. This expectation is essential. The reason is that once research is complete, D is willing

to authorize a project if and only if: e1 + θ − cD − kD > −kD ≡ e1 > cD − θ. When λ0 is low it

means that D believes that even if he allows for controversial research he is still unlikely to approve

the project because the research will show the project will not work. These expectations will help

us bound the conditions for innovation in the open institution.

Lemma 3.1 Neither research nor innovation can happen in the open institution if

λ0 <
kD

e0 + θ − cD
(1)

In every SPE player utilities are UD = UR = 0.

See Appendix A.1. When condition 1 is satisfied, D never innovates or even conducts research

to determine if the project is viable. Two factors drive D to reject a request for pilot research.

First, research involves political costs (k).22 Second, at the point where D is asked to authorize

controversial research, his expectation about that research is inextricably connected to his prior

22Trivially, if research is costless or beneficial you always see open innovation.
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belief. When preexisting scientific research suggests the project is not promising, D expects future

research to, on average, confirm that expectation.

We now turn to the secret institution. Since we are interested in the cases where secrecy

facilitates innovation, we focus on the conditions where innovation cannot happen in the open

institution.

Proposition 3.2 Secrecy facilitates innovation if condition 1 and:

kR
e0 + θ − cRx

< λ0 (2)

are satisfied. If they are, then in every SPE, R exploits secrecy to conduct pilot research, D autho-

rizes the project if and only if that research provides evidence the program will work. Off the path,

if R attempts to pursue open research, D denies R’s research and innovation does not happen.

See Appendix A.2. The result describes a condition where the researcher is willing to exploit

secrecy to conduct research (condition 2 is satisfied), but her manager was unwilling to approve

open research (condition 1 is satisfied). If research provides evidence that the project is viable (m

suggests π is higher than originally thought) then the manager will approve the project, leading to

an innovation.

Notice that we can achieve secret research even if the manager and the researcher’s cost functions

are identical: kR = kD, cR = cD. This is surprising given what we know about principal-agent

problems. In standard accounts, researchers only exploit secrecy when their preferences diverge

from the manager. Why is a researcher with the same incentives as the manager willing to conduct

research when her manager is not? The answer comes down to cost passing. Secrecy gives the

researcher discretion to conduct pilot research to try to convince the manager, who is unwilling to

pay the research costs, to approve if it shows promise. If R’s secret pilot research shows promise

(m is large) she can take the results to her manager for approval. Thus, the researcher is willing

to take on the up-front cost and risk of research because she can convince her manager to bear the

brunt of the deployment cost.
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3.2.1 Predictions about ideas: Secrecy drives innovation when initial ideas are high-

risk, high-reward

What are the kinds of initial ideas researchers need secrecy to pursue? Using a comparative

static analysis, we expose two ideal-type pathways to secret innovation that are made possible

because the manager and the researcher weigh certain trade-offs differently. We provide technical

support for these two pathways in Appendix A.3. We visualize the results in Table 1. These

pathways can interact. However, the basic trade-offs that we identify are always present. Thus, it

is valuable to consider them as distinct.

The first pathway appreciates the agent’s initial expectations about whether an idea will provide

a benefit (p(π)). In real life, a researcher uses publicly available research on related problems to

make predictions about what will happen if her idea is developed. Column 1 of Table 1 plots the

initial expected consequences of four different concepts institutions could pursue. Row 1 is the

baseline. The remaining three panels represent different ways initial beliefs can vary.

First, they vary in their on average, expected effects (e0). As e0 increases (row 2), it means

that the institution’s initial expectation is that the idea is increasingly likely to yield a net benefit

if it is developed and deployed into the field.

The second way initial ideas vary is in the standard error of p(). We notate it σ0. Substantively,

a high standard error could represent two things. At the individual-level (row 3), it represents an

idea that is so novel there is little else to compare it to. In these cases, researchers do not know

what to expect but accept that unleashing the idea on the world could have many unanticipated

consequences.

At the group-level (row 4) σ0 represents disagreement about the potential consequences of inno-

vation. The debate surrounding autonomous weapons systems offers a useful example. Proponents

emphasize greater speed and stealth on the battlefield with fewer casualties. Critics point out

that they might create greater instability and more crises (Laird, 2020). Before these systems are

deployed, it is hard to know if they will benefit us, or cause harm.

The following expectation summarizes one pathway to research under the assumption that the

political costs associated with production are low (column 3):

Pathway 1: Deep uncertainty. If the political cost associated with research is low,
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Table 1: The innovation pathways for different initial ideas

Initial predictions of effects: p(π) Substantive description cD low cD high
Baseline: e0 = 0.1, σ0 = 1

0

π

Project team agrees, with little
variance, that innovation will not
impact state goals.

Scrap
idea

Scrap
idea

More Optimistic, same confidence: e0 = 3, σ0 = 1

0

π

Project team agrees, with lit-
tle variance, that innovation will
positively impact state goals.

Open
research

Secret
research2

Very uncertain about consequences: e0 = 0.1, σ0 = 3

0

π

Project team is widely uncertain
about project effects.

Secret
research1

Scrap
idea

Foresee positive & negative consequences: e0 = 0.1, σ0 = 5

0

π

Some predict huge success, others
predict negative consequences.

Secret
research1

Scrap
idea

Table visualizes the two pathways to secret innovation. Superscripts 1 and 2 correspond with each pathway. For
pathway 1, column 1 plots different distributions for initial expectations about what effect an innovation will have
for advancing the agency’s goals ((π)). Treat Row 1 as the baseline. Then each subsequent row varies the average
expectation e0 of effects, and variance surrounding that expectation σ0. Column 3 explains the research pathway in
equilibrium given kD is low. For pathway 2, we contrast how equilibrium choices vary when we move from a low to
high cost (columns 3 and 4) holding constant initial expectations of success.
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then secret research facilitates innovation if:

• R is unsure if the innovation will yield benefits or costs once deployed (e0 ≈ 0).
If instead she was confident that it will yield benefits e0 >> 0 she would pursue
open research.

• There is little preexisting scientific research. Therefore, the researcher is not con-
fident in her initial expectation (σ is high). If instead she was more confident that
she understood the idea’s effects (σ was lower), she would scrap the idea.

Why does secrecy facilitate research when researchers are deeply uncertain about the project’s

effects? The logic relies on two steps. In Lemma 3.1 we showed that the manager only pursues

research if her expected benefits for success are sufficiently high. Deep uncertainty implies an

idea could generate large positive effects or large negative effects. When D weighs these different

outcomes his expectation of benefits is near 0. This is what we observe in rows, (a), (c) and (d) of

Table 1. Of course, D could use research to learn more about whether the idea is viable. However,

research is costly and D’s expectation that pilot research will show promise is tied to his initial

expectation of the innovation’s effects (i.e. approximately 0).

In proposition 3.2 we showed that the researcher is also sensitive to expected benefits, but

is willing to pursue research under more conditions because she can distribute the costs. As a

result, when the costs and expected benefits are both low, the researcher is willing to pursue secret

research so long as she believes that her research will convince the manager to approve her idea.

The researcher believes that a manager is likely to be convinced by pilot research when σ0 is high.

One reason for this is that when there is little preexisting research, the researcher’s pilot research

report carries a larger weight in the manager’s overall expectation of success. Another is that when

projects are likely to have either extreme positive or negative consequences, pilot testing tells us

which direction the program will go. If the results are positive, D is confident the project will have

major benefits and can accrue those by authorizing the project.

The second pathway to secret innovation relies on a trade-off between the political costs of

research (cD) and the expected consequences of deploying a new innovation (e0). Substantively,

cD captures how sensitive the manager (and the institution at large) is to the moral and political

costs associated with research.

Pathway 2: High stakes. Secret research facilitates innovation when:
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• the expected benefit of innovation is high (e0 is high); and

• the manager’s sensitivity to the political costs of research are also high (kD is high)
but either the researcher’s sensitivity is lower (kR << kD) or cost sharing is well
calibrated.

If the manager’s political costs of research and production were lower, we would observe
open research.

The logic for the basic trade-off is simple. There are initial ideas that show enormous promise.

However, the research required to pursue these ideas involves political costs. Secrecy facilities

innovation when the manager is unwilling to bear the large costs of research and the costs of

approval on his own. But once the research is complete, the manager will happily approve the

project. In cases like this, the researcher may bear x share of the research costs knowing the

manager will bear the approval costs once research is complete.

3.2.2 Predictions about patterns of innovation: Secret institutions generate impor-

tant innovations that open institutions do not

In terms of aggregate patterns of innovation, what are the features of research projects and

innovations we expect to see from secret versus open institutions? We find that secrecy allows

organizations to research ideas that seem bizarre, morally repugnant, and likely to fail when first

conceived. This leads to a straightforward expectation.

Expectation 1 A larger proportion of ideas are rejected after secret research than after open re-

search.

We might intuit from this that secret innovation damages a nation’s security in the aggregate.

However, secret organizations are only willing to pursue these ideas because the potential upside

is enormous. The initial idea must have a large enough chance of making a positive impact for a

researcher to pursue it. If research confirms the idea is harmful, the institution scraps it early on.

In the rare cases when research suggests an idea will provide benefits, these ideas are converted

into innovations that change the world. This leads to a second prediction:

Expectation 2 Secret research leads to radical innovation. For ideas put into production

following secret research, the difference between their true impact and our initial expectation of their

impact is large relative to ideas put into production following open research (π − e0 is large).
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Thus, for every handful of bizarre and shameful research projects that fail—bionic cat robots,

nuclear-induced tsunamis, and so forth (see Houghton, 2019)—secret institutions gives us one rad-

ical success—the satellite. With foresight, these innovations all sounded the same. With hindsight,

some are radical innovations that shaped the industrial and digital revolution, and medical sciences.

3.3 Connecting the mechanism to the principal-agent literature

The basic model identified how secret innovation allowed agents to distribute costs at different

stages of the innovation process so that they could pursue a wider range of novel ideas. However, the

model did not adequately explore the perverse incentives that arise given uncertainty and principal-

agent situations. We now introduce principal-agent problems into the model. We show that our

basic logic survives, and we derive additional implications about how researchers and managers

collaborate to exploit secrecy in national security institutions.

3.3.1 Monitoring

We assumed that the researcher is in total control over secret research. If researchers exploit

secrecy, the manager is forced to take on a cDx cost when the program comes to light. In practice,

managers can monitor subordinates’ activities by asking for details of a project. Given that the

researcher’s actions can force the manager to incur costs, it seems like the manager would want to

monitor the researcher’s activities.

This insight is at the heart of the principal-agent framework. Managers want to stop subordi-

nates from taking actions that they would not approve of. In this literature, there is agency loss

because D finds it difficult or expensive to monitor R. Thus, subordinates pursue projects because

they believe monitoring is too costly for their managers, and they will therefore get away with it.

However, if the manager paid no cost to monitor they always would. Anticipating certain monitor-

ing, the researcher would always behave (Eisenhardt, 1989). This concern is relevant for our theory

because R only uses secrecy because D will not approve.

We adjust the model in two ways to capture monitoring as it is commonly studied in the

principal-agent framework. First, we introduce uncertainty about the cost associated with research.

We start with a simplifying assumption that the cost of research is equal k = kR = kD. We then

add a step at the beginning of the game where Nature selects the cost associated with research
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k ∼ f() where f() is supported on the non-negative real numbers. Second, we assume that if

the manager does not observe open research he has the opportunity to monitor the researcher’s

activities. If the manager chooses to monitor and discovers the researcher started a secret research

program, he has two options: he can allow the research to continue or shut it down. If the manager

allows the program to continue, the game reverts to open research (and associated payoffs). If the

manager shuts the research down, the manager avoids research costs entirely, the researcher incurs

kR, and research has no effect (we do not realize θ, m).

To be clear, we explicitly assume that the manager pays no cost to monitor the researcher,

and if the manager does monitor, there is a 100% chance that he learns everything the researcher

knows. Indeed, this is the exact condition that the principal-agent literature suggests should drive

complete monitoring. Define k̄ = λ0[e0 + θ − cRx], and k = λ0[e0 + θ − cD].

Proposition 3.3 The don’t ask don’t tell equilibrium. Suppose conditions 1 and 2 can be

satisfied for some k = kR = kD, then in the model where D can perfectly monitor R, if

∫ k̄

k
f(k)dk <

λ0[e0 + θ − cD]

x
(3)

the following pure strategies are a Pure Bayesian Equilibrium:

• D does not monitor, does not approve innovation absent research. D approves open research

if condition 1 is violated; and innovates following research if e1 > c− θ.

• Off path, if D decides to monitor he shuts down any project with a cost profile k ≥ k.

• R scraps the project if k > k̄, R conducts open research if k < k and conducts secret research

otherwise.

• Off path, if R openly pursues research for a cost profile k ≥ k, D rejects it.

Secrecy facilitates innovation as stated in proposition 3.2 if k ∈ k, k̄.

See Appendix A.4. This result is surprising. After all, the only reason the researcher does

not ask for permission is that she knows the manager will not approve. Thus, when the manager

observes the researcher hiding her activities, he should suspect something bad is happening and
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engage in monitoring. From the researcher’s perspective this is indeed what is going on: she is

exploiting secrecy because she knows her manager will not approve of her controversial research

program. And yet, the manager elects not to monitor. Why? The logic follows a don’t-ask-don’t-

tell dynamic made possible by cost passing. The manager knows if he monitors he will learn the

devilish details of what is happening and be forced to shut down the project, rendering a payoff

of 0. However, if the manager decides not to monitor, he can reduce his costs through plausible

deniability.

To be clear, some research protocols involve costs that leave the manager worse off. In this

equilibrium, there are research protocols that are so controversial that the manager does worse

by allowing research to continue even though he only incurs an x share of the cost. Despite this

extreme preference asymmetry, the equilibrium holds because the manager expects the researcher’s

protocol is too controversial to approve, but not so controversial that the manager does not want

the researcher to pursue it in secret. This leads to the following empirical implications:

Expectation 3 Don’t ask don’t tell: When managers are alerted that a researcher is engaging

in a secret research project, but the researcher does not want to share the details, the manager

elects not to monitor because he suspects that the program is controversial. Rather, the manager

allows the researcher to continue in secret so that the manager can retain plausible deniability over

controversial research practices.

Expectation 4 Telling implies shut-down: If the manager ever observes the controversial

details of a research program that a researcher has elected to pursue in secret, the manager will shut

down the parts of the program that he observes.

3.3.2 Trust when the researcher can fabricate her report

The analysis above emphasized that secrecy has positive effects because it provides researchers

with autonomy; managers with cover from political costs; and both actors the capacity to distribute

costs between them. In practice, secrecy also creates greater opportunities for R to fabricate reports

or cherry-pick results of pilot research to emphasize R’s good work. Managers are aware of a

researcher’s incentives to promote her own work. In theory, it could cause the entire secret research

program to unravel. Secret research only works if the manager can trust the researcher’s description
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of pilot research results.

To address issues of trust we adjust the model to understand if the manager can assign a

researcher to a project who will pursue controversial pilot research if it is necessary, and credibly

reveal the results of that pilot.23 First, we assume that if research is conducted in secret, only the

researcher observes m. Second, we assume the researcher can write any (costless) report she likes:

mr → R.24 When research happens in secret, the manager only observes the report mr. We say the

research report is honest if mR = m and dishonest otherwise. Third, we search for a researcher’s

cost profile cR, kR that satisfies the revelation principle. In short, we want to know if we can find

a researcher who (1) is willing to conduct secret research; (2) is willing to write an honest report

no matter the outcome of her pilot; and (3) that the manager will believe. We report the technical

details and game tree for the modeling technology in Appendix A.5.

Lemma 3.4 If condition 1 is satisfied and there exists a message m∗ that implies

cD < e1 + θ (4)

then we can always find a researcher that is honest, trustworthy, willing to conduct secret research.

See Appendix A.5 for a formal statement and proof. Lemma 3.4 explains that it is possible to

find a researcher who can facilitate secret innovation. But what does this researcher look like? We

put the answer in terms of expectations:

Expectation 5 Secret research only works if the institution employs unscrupulous pa-

triots. The researcher that takes on a secret research program and will report her results credibly

and honestly must be:

• insensitive to the political and moral issues associated with research (kR → 0), but

• highly sensitive to the foreign policy costs associated with deploying a project (cR = cK/x).

The first bullet-point summarizes the condition where the researcher is willing to pay the cost to

conduct controversial pilot research even if the manager is not. The second bullet-point summarizes

23Because national security agencies extensively vet employees, it is plausible that managers have detailed infor-
mation about employee backgrounds.

24Trivially, adding dishonesty costs makes honesty easier.
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what it takes for the researcher to honestly report pilot research. To be clear, the condition on cR

for complete revelation is a strict equality that aligns R and D’s preferences at the point where

D must decide between approving innovation or not. However, we can still support the credible

revelation of information, with honesty in some cases and dishonesty in others, with some cost

asymmetry. For example, there are cases where the researcher is less sensitive to the costs of

deployment (cR < cK/x) where D is still persuaded by R’s research report, and innovates if R’s

report is positive. In this case, it is possible R wants to innovate following pilot research, but D

would not innovate if he knew the truth. In these cases, R fabricates the report. Had R sent an

honest report, D would have rejected it. D is aware of this risk but trusts R anyway because the

results of pilot research that generate incentives for dishonesty are unlikely relative to the results

of pilot research where both agents would proceed.

In short, D will trust R even if their preferences are not perfectly aligned because R is sufficiently

sensitive to the foreign policy costs associated with innovation so that R does not want to approve

projects that are likely to fail in most cases. This result has a secondary implication about how a

researcher who has selected into secret research will behave following the outcome of pilot research:

Expectation 6 Suppose a researcher is willing to take on a secret research project. Then, if pilot

research suggests that a project will fail, the researcher will terminate the research and argue against

developing the project because she believes the chance of failure is high.

3.4 External ambiguity, and calibrating cost passing.

Because secrecy makes oversight hard, researchers could informally brief their managers of

the devilish details to give the manager oversight, and off-set the manager’s expectation of incur

the increased costs from authorization should the controversial aspects ever be exposed. Can

our model capture this sort of dynamic. In practice, the researcher would need to participate in

this process because internally secretive institutional rules make it easy and acceptable for them

to conceal information. Thus, national security agencies face unusually large costs to monitor

researchers that do not want to share.25 Furthermore, even if managers learn informally and

passively approves, they are always more exposed to costs in expectation than if they learned

25Trivially, adding large monitoring costs to the don’t-ask-don’t tell extension means D never monitors.
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nothing. For example, if a controversial experiments is exposed, an investigator may piece together

the manager’s knowledge from unusually long meetings with the research team, coded messages,

or depositions of the manager’s secretary. Thus, at the time the manager is informally briefed,

the decision to approve research, must still factor in the cost of professional disgrace and criminal

liability from involvement (kD) and the expectation of incurring these costs at that moment given

the raised expectation of incurring these costs from the informal briefing (call it, x+ z < 1). Here

the expectation is lower than if the manager had written a memo authorizing the experiments, but

higher than if the manager was truly ignorant (x).

In Appendix A.6, we extend the model to account for these issues. We set up the model as

a tough test for internal secrecy because the researcher faces strong incentives to brief informally

to pass on at least some costs, and we assert that if the researcher does so that it does not meet

our definition of internal secrecy.26 And yet, we still find that researchers exploits internal secrecy

(i.e. does not brief the manager at all) over informal briefing when the underlying costs parameters

(ki, ci) are high. What is more, we show that the option to brief informally raises the chance that

research occurs beyond the baseline model. This illustrates how modeling other loose reporting

requirements that internal secrecy allows for expands the conditions under which innovation occurs.

3.5 Institutional Design

In theory, even the president, the most senior member of the Executive answers to Congress

and/or the public. If abuse is possible, why does Congress tolerate this institutional arrangement?

Why doesn’t Congress design institutions that hold the Executive accountable even when they do

not learn the details? The reality is that internal secrecy is an enduring feature of national security

institutions across all Western democracies. In the US context, the National Security Act was

crafted in response to the failure to predict the Pearl Harbor attack, or to mobilize forces quickly

in its aftermath, and with the looming fear of the Soviet Union. Congress handed enormous power

to the Executive to keep internal secrecy, and lowered the cost of managers who did not closely

monitor their subordinates. Even after extreme abuse came to light during the 1970s, Congress

26There is still an indirect effect of internal secrecy in that the manager’s ability to off-set costs comes from the fact
that an unmodeled higher-order principle cannot observe informal manager-researcher interaction. We also discuss
another model where informal briefings can sustain internal secrecy, that yields stronger results in favor of our theory.
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could not, or did not, substantially reduce internal secrecy within the CIA, NSA or NRO.27 Given

that internal secrecy is so persistent, our model applies. But this persistence also means we are

unable to utilize case variation to infer what it takes for higher-order principles to remove internal

secrecy.

We utilize the discussions during debates over reforms that did not happen to yields some likely

answers. Congress’s main power to influence national security agents is by passing general laws.

Congress can codify what actions are illegal, or constitute professional misconduct. They can also

explain when managers are supposed to monitory their subordinates, and when researchers must

speak up if their managers abuse the law. However, these laws are specified ex-ante based on

Congress’ on average belief about the kinds of scenarios that Executive agents will face. Members

of the intelligence community are then confronted with specific scenarios (e.g. the decision to pursue

a particular idea) knowing what the laws that govern their actions are, the risks of exposure, etc.

This legislative framework limits how easily Congress can cater punishments to particular agents

after a controversial program is discovered.

Congress also faces two dis-incentives for reducing internal secrecy. First, Congress wants to

set rules that raise the overall welfare. Thus, they too weigh the promise of innovation against

politically sensitivities during the innovation process. Much like the monitoring problem presented

in section 3.3.1, Congressional sees some advantage in the don’t-ask-don’t tell situation. In practice,

we think that public and Congressional sensitivities to controversial practices change over time.

For example, post-9/11 the public was willing to tolerate the risk that the Executive would abuse

power to generate the most effective counter-terrorism strategy. During this period we saw extreme

executive over-reach (such as the revision of the Foreign Intelligence Surveillance Act). Second,

Congress is well aware that internal secrecy is necessary to sustain external secrecy. Others have

shown that greater oversight, or even greater sharing within the national security community runs

the risk that foreign threats will learn of our operations.

In Appendix A.7 we sketch out an adaptation to the monitoring model (section 3.3.1) wherein a

higher-order principle (Congress) can set x ∈ [0, 1]. Then the researcher and the manager proceed

over an interaction knowing the institutional rule Congress has set for them. We focus on conditions

where, as shown in section 3.3.1, if x is sufficiently low, Congress induces the researcher and manager

27They did not even learn about the NRO’s existence for a few more decades.

22



to engage in the behaviors described in the don’t-ask-don’t tell equilibrium. But if Congress sets

x higher, then Congress induces the researcher to never engages in secret research, and we only

observe research that the directly approves of. We show that both of the dis-incentives described

above can independently drive Congress to set x low. Thus, either the fear of external exposure,

or the desire for progress could motivate Congress to afford Internal Secrecy to the Executive at

the risk of abuse.

4 Testing the Argument

We trace the logic of secret innovation through two cases: The search for mind control (MKUL-

TRA) and the first US satellite program (CORONA). These cases are complimentary for several

reasons. First, and consistent with our novel mechanism, the research teams in both cases utilize

secrecy during the initial testing phase. But in CORONA, the pilot research eventually raises

beliefs that the project is viable whereas MKULTRA research shows that the project is not. This

is consistent with our theory since we treat research success as a random variable the researcher

does not know in advance. But our theory is based on expectations of what comes after research

transpires. The different case endings allow us to validate the predictions we make about the late

stages of innovation.

Second, our theory identifies two pathways to secret research. MKULTRA fits our high risk-

high reward pathway. Its moral repugnance generated enormous political costs during the research

phase. But the promise of mind control was seen as a major benefit. CORONA fits our lower cost

but high variance pathway. The political costs from CORONA are smaller because they stemmed

mainly from perceptions of wasteful spending. But so little was known about the atmosphere and

satellite telemetry that researchers found it hard to predict its chance of success. Additionally,

each case holds a distinct inferential advantage. As we shall explain more in each section, we

leverage historical quirks surrounding each case to help us explore the insights we developed from

our theoretical analysis of principal-agent dynamics.
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4.1 Mind control

The first case traces our mechanism in one of the most controversial research initiatives of the

Cold War: the CIA’s search for mind control. In the late-1940s and early 1950s, U.S. policymakers

became convinced that the Soviet Union and the People’s Republic of China had mastered it

(Thomas, 1989, 94). According to Richard Helms, a longtime CIA official who would go on to

become Director: “There was deep concern over the issue of brainwashing... We felt that it was

our responsibility not to lag behind the Russians or the Chinese in this field.” (Kinzer, 2019, 54).28

Accounts of U.S. prisoners of war in Korea renouncing the United States and seemingly identifying

with their captors in highly-publicized speeches heightened these concerns (Maret, 2018, 47).29

Since the CIA was convinced the Soviets had done it, U.S. policymakers were hopeful they

could unlock the mysteries for themselves (U.S. Senate, 1976, 385). To wit, policymakers thought

mind control was “of the utmost importance... [it] could mean the difference between the survival

and extinction of the United States” (Kinzer, 2019, 49). A declassified memo from the early

1950s provides a window into some of the core aims: “A. Can accurate information be obtained

from willing or unwilling individuals. B. Can Agency personnel (or persons of interest to the

agency) be conditioned to prevent any outside power from obtaining information from them by

any known means? C. Can we obtain control of the future activities (physical and mental) of any

given individual...? D. Can we prevent any outside power from gaining control of future activities

(physical and mental) of agency personnel by any known means?” (Redacted, 1952, 1).

In 1950, the CIA conducted some ad hoc experiments. The first was known as BLUEBIRD.

Two years later, it was renamed ARTICHOKE (McCroy, 2006, 26-27).30 Even at this early stage,

projects were handled outside of the normal oversight channels. A memo to the CIA Director on

April 5, 1950 stated: “In view of the extreme sensitivity of this project and its covert nature, it

is deemed advisable to submit this project directly to you, rather than through the channel of

the Projects Review Committee. Knowledge of this project should be restricted to the absolute

minimum number of persons” (CIA, 1950, 1).

Within a few years, the Agency decided to “intensify and systematize” their efforts. On April

28For a thorough treatment of brainwashing, see CIA (1956).
29See also Streatfield (2007, 10).
30See also Streatfield (2007, 27).
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13, 1953, CIA Director Allen Dulles authorized Sidney Gottlieb to establish a program called

MKULTRA (Kinzer, 2019, 72-73). He was given even greater license to conduct experiments

with virtually no oversight. Years of controversial experiments followed. Consistent with our

assumptions, it was acceptable for CIA managers to grant this level of secrecy to low level researchers

because of external threats. Specifically, regulators accepted that the Technical Services Division

was awarded “exclusive control of the administration, records, and financial accountings of the

program” because the fear that “Public disclosure of some aspects of MKULTRA activity could

... stimulate offensive and defensive action in this field on the part of foreign intelligence services”

(Earman, 1963, 2).31

While Dulles provided the research team broad authority to conduct experiments involving “the

use of biological and chemical materials in altering human behavior” (Earman, 1963, 30), he and

other managers32 were not privy to the controversial details of how this research was performed.33

In particular, Gottlieb secretly tested the effects of LSD on unwitting, non-volunteer subjects (U.S.

Senate, 1976, 391-392). Under Operation Midnight Climax, sex workers lured unsuspecting Amer-

ican citizens to a CIA-run safehouse in San Francisco where CIA staff secretly administered LSD

and monitored them without their knowledge (Kinzer, 2019, 141-152).34 MKULTRA also involved

experiments on prisoners overseas (Kinzer, 2019, 106). When the Church Committee reviewed

MKULTRA years later, it was these specific research practices that caused them to conclude that

“the nature of the tests, their scale, and the fact that they were continued for years after the

danger of surreptitious administration of LSD to unwitting individuals was known, demonstrate a

fundamental disregard for the value of human life” (U.S. Senate, 1976, 386).

As we demonstrate below, this firewall between managers and researchers meant the latter, who

31They also worried that public disclosure “could induce serious adverse reaction in U.S. public opinion.” See
Earman (1963, 2).

32Richard Helms, the Assistant Deputy Director for Plans, sat between Dulles and Gottlieb in the institutional
hierarchy. We code him as a manager. The declassified record suggests that Helms knew more than Dulles, but how
much more is unclear. For example, in May 1953 Helms called LSD “dynamite” and said he “should be advised at
all times when it was intended to use it.” At the same time, he appears not to have been aware of some of the most
egregious experiments (U.S. Senate, 1976, 395-96). Moreover, the evidence of Helms advocating for unwitting testing
is clearest in 1963—as the program was being shut down (U.S. Senate, 1976, 394). As Kinzer (2019, 154) notes,
“Only two officers—Gottlieb and Lashbrook—knew precisely what it was doing.” Ultimately, this is not especially
consequential for our analysis. As stated, our theory works in tiered institutions. The case would thus still fit if
Helms was informed of some but not all of what Gottlieb did.

33Obviously those above Dulles knew even less. As the Church Committed noted, “there were no attempts to
secure approval for the most controversial aspects of these programs from the executive branch or Congress.” See
(U.S. Senate, 1976, 394).

34See also NBC (1977).
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oversaw the experiments, were at greatest risk for potential criminal prosecution and professional

disgrace. Related, and as we also show, others at the CIA who were involved with MKULTRA but

ignorant of its full scope suffered costs to a lesser degree than the researchers, namely Gottlieb.

In summary, several features of this case fit our high-stakes pathway for secret innovation. The

case involves two primary actors: the MKULTRA research team (with Gottlieb at the center),

and CIA management (the most senior was Allen Dulles).35 At the outset, Dulles knew that if

MKULTRA succeeded, it would generate large benefits (e0 was high). However, he also knew

the necessary research would be controversial (ci was high).36 Starting from this position, three

facts about this case match the choices that our model predicts. First, the CIA hand-selected

Gottlieb to oversee MKULTRA. Second, Gottlieb assessed that highly controversial human subjects

research was necessary to complete MKULTRA. He could have discussed these research plans and

results with managers. Instead, he chose to keep these details secret. Third, Dulles had several

opportunities to learn what Gottlieb was up to but never asked.

4.1.1 Why was Gottlieb chosen?

Gottlieb was not an obvious pick to lead MKULTRA. Although he had experience in government

laboratories as a chemist, he did not have an intelligence background. Why was an intelligence

outsider selected to lead a high stakes and intensely secret project? In extension 3.3.2, we argued

that when researchers conduct scientific tests in secret, it is easy for them to give their manager the

mistaken impression that their novel idea is more effective than the research suggests. Anticipating

this problem, the manager must carefully select an unscrupulous patriot. That is, a researcher who

is insensitive to whatever controversy it takes to complete a research program, but who shares the

manager’s desire to only field projects that will advance national interests (and therefore will be

honest about whether the project is viable).

According to several accounts, this is exactly how managers saw Gottlieb and others on the

Technical Services Staff. The CIA needed “a character steely enough to direct experiments that

might challenge the conscience of other scientists, and a willingness to ignore legal niceties in the

service of national security’ ” (Kinzer, 2019, 47). The problem in Dulles’ view was that certain parts

35We emphasize Dulles because he authorized MKULTRA.
36To be clear, they did not know how controversial. The Inspector General who audited MKULTRA similarly

acknowledged these trade-offs. See Streatfield (2007, 87).
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of the CIA “had shown no stomach for further work on humans.” As Thomas (1989, 98) notes,

however, the Agency’s Office of Technical Services (TSS) had no such qualms... They would have

no reservations about testing ideas on unsuspecting subjects, especially in such a vitally important

and urgent area as brainwashing.”

The details surrounding how and why Gottlieb in particular was chosen to head the mind

control programs strongly support this expectation. According to Kinzer (2019, 50), “Like many

Americans of his generation, he had been shaped by the trauma of World War II [which] left him

with a store of pent-up patriotic fervor. His focused energy fit well with the compulsive activism

and ethical elasticity that shaped the officers of the early CIA.” Even though Gottlieb was new to

the CIA, Kinzer notes that both Dulles and his deputy on the project, Helms, were impressed with

Gottlieb’s efforts to learn the tradecraft of intelligence. Pretty soon, he was heading the Chemical

Division of the Technical Services Staff.

When he later testified before a Senate Subcommittee about the project, Gottlieb articulated

the kind of language we would expect from an unscrupulous patriot: “I would like this committee to

know that I considered all this work ... to be extremely unpleasant, extremely difficult, extremely

sensitive, but above all to be very urgent and important ... The feeling that we had was that there

was a real possibility that potential enemies, those enemies that were showing specific aggressive

intentions at that time, possessed capabilities in this field that we know nothing about, and the

possession of those capabilities... combined with our own ignorance about it, seemed to us to pose

a threat of the magnitude of national survival” (Kinzer, 2019, 238).

Of course, Gottlieb faces incentives to cast himself as patriotic during an inquiry into his

conduct. However, his behavior before in the final years of the project also reflects actions that are

consistent with the motives we describe. In our theory, the patriotic researcher only pursues her

project because she believes the science is viable. If ever she learns that her research will not lead

to an innovation that advances U.S. national security interests, she will quit even if no one stops

her. Consistent with this logic, a major reason why key parts of MKULTRA ended after nearly

a decade of experimentation was that Gottlieb eventually realized that “On the scientific side, it

has become very clear that these materials and techniques are too unpredictable in their effect on

individual human beings, under specific circumstances, to be operationally useful” (Kinzer, 2019,

198). During his Senate testimony in 1977, he “publicly asserted the conclusion he had reported to
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his CIA superiors when he ended MKULTRA more than a decade earlier” which was that “there is

no such thing as mind control” (Kinzer, 2019, 238). It would be curious for a researcher motivated

by pride to publicly declare their work a failure.

4.1.2 Why did researchers opt for internal secrecy?

If our theory is correct, Gottlieb and his team exploited internal secrecy because they knew that

even the managers at CIA would refuse to let them continue the most controversial experiments if

they figured out what they were up to. Unfortunately, Gottlieb never explicitly articulated why he

kept the most controversial details of experiments from Dulles and other managers. But a closer

look at his actions suggest they are consistent with our logic. We develop this part of the argument

in several steps.

First and foremost, the experiments he and his team were engaged in, particularly the parts

having to do with surreptitious testing of unwitting subjects, were extraordinarily controversial.

This was especially true of those portions involving unwitting testing at safe houses. According to

the Inspector General’s report in 1963, “Research in the manipulation of human behavior is consid-

ered by many authorities in medicine and related fields to be professionally unethical, therefore the

reputations of professional participants in the MKULTRA program are on occasion in jeopardy.”

It also states that “Some MKULTRA activities raise[d] questions of legality implicit in the original

charter” (Earman, 1963, 1-2).37 A memo from the late-1950s entitled “Influencing Human Behav-

ior” similarly notes that “some of the activities are considered to be professionally unethical and

in some instances border on the illegal” (quoted in (Streatfield, 2007, 86).) Because of this, “CIA

officers felt it necessary to keep details of the project restricted to an absolute minimum number of

people” (U.S. Senate, 1976, 406).

Second, and related to the foregoing, several CIA managers stated that they would have stopped

MKULTRA if they had known about its full extent. According to Thomas (1989, 100), Dulles was

interested in trying “everything the Communists could have done” but knew that “The risks for

him and the Agency were enormous. If it ever became known that the United States government

had funded what would be unprecedented clinical trials—ones beyond all ethical acceptability—

37The original charter here refers to the memo Dulles wrote authorizing MKULTRA. This further evidences that
Gottlieb undertook activities that were illegal unbeknownst to Dulles.
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it would most certainly lead to the sudden end of his remarkable and brilliant career.” This is

likely why, as we will see in the next section, he was cut out of the loop of the precise details

of MKULTRA. The Executive Director-Comptroller, who was “excluded from regular reviews of

the project,” was strongly opposed to MKULTRA—when he learned about it. According to one

account, “it is possible that the project would have been terminated in 1957 if it had been called

to his attention when he then served as Inspector General” (U.S. Senate, 1976, 409).

Although less directly relevant given timing, Stansfield Turner, who served as DCI in the late-

1970s, echoed similar considerations: “It is totally abhorrent to me to think of using a human being

as a guinea pig and in any way jeopardizing his health, no matter how great the cause... I am not

here to pass judgment on my predecessors, but I can assure you that this is totally beyond the

pale of my contemplation of activities that the CIA or any other of our intelligence agencies should

undertake” (Kinzer, 2019, 234).

A final piece of evidence supporting the notion internal secrecy facilitated Gottlieb’s experiments

is the fact that once Congress got wind of MKULTRA and asked to review the program files,

Gottlieb destroyed them “on the verbal orders of DCI Helms” rather than handing them over

(U.S. Senate, 1976, 403-404). The destruction of records impeded subsequent investigations into

the details of what transpired (Maret, 2018, 29). Gottlieb and Helms purportedly felt that the

experiments “might be ‘midunderstood’,” leading them to direct “that every scrap of paper relating

to the brainwashing experiments be incincerated” (Streatfield, 2007, 332).

4.1.3 Managers built the system so they were in the dark

Our theory suggests that CIA managers are likely to embrace ignorance in cases like this because

of the logic of cost passing. The managers know that if they do not investigate, they will incur a

small cost as an ignorant by-stander. But they may accrue a large gain from a successful innovation.

If they investigate, they are faced with the choice of incurring a large cost or shutting down the

program altogether. Under broad conditions, they prefer to remain ignorant.

Several features of this logic play out in this case. First, Dulles made sure to minimize his

exposure to MKULTRA details from the outset (Maret, 2018, 47). When he initially authorized

the project in 1953, the $300,000 he set aside was “not subject to financial controls” and researchers

had “permission to launch research and conduct experiments at will” (Kinzer, 2019, 73). Dulles’
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1953 memo states that “The nature of the research and the security considerations involved preclude

handling the projects by means of the usual contractual arrangements (Dulles, 1953, 1). According

to one account, “Dulles ordered the Agency’s bookkeepers to pay the costs blindly on the signatures

of Sid Gottlieb and Willis Gibbons, a former U.S. Rubber executive who headed TSS” (Marks, 1979,

57). Helms, who was one of the few senior officials to have reasonable insight into MKULTRA,

“avoid[ed] oversight even by the CIA’s director, because he ‘felt it necessary to keep the details

of the project restricted to an absolute minimum number of people” McCroy (2006, 28). Richard

Lashbrook, one of the senior scientists alongside Gottlieb, purportedly stated at one point that

“what was actually signed off on was not the same as the actual proposal, or actual detailed

project” (quoted in Maret (2018)).

Second, Dulles and other CIA managers went to extraordinary lengths to avoid looking into

MKULTRA. The most extreme example involved a civilian employee of the Army, Frank Olson,

who was unwittingly given LSD and purportedly jumped out of a hotel window to his death in the

weeks afterwards. The internal investigation that followed accused the TSS of “fail[ing] to observe

normal and reasonable precautions.” In response, Dulles wrote a letter to Gottlieb “criticizing

him for ‘poor judgment... in authorizing the use of this drug on such an unwitting basis and

without proximate medical safeguards’ ” (U.S. Senate, 1976, 398). Ultimately, however, these were

not formal reprimands, had no effect on advancement, and did not lead to a termination of the

experiments (McCroy, 2006, 30). Shockingly, even after investigators uncovered wrongdoing in

the narrow experiments related to Olson, they did not expand their audit to MKULTRA broadly.

According to one account, a senior CIA official cautioned that a formal reprimand “would hinder

‘the spirit of initiative and enthusiasm so necessary in our work’ ” (Marks, 1979, 84).

Third, when MKULTRA was eventually made public, the costs were distributed in accordance

with our theory. As the most senior scientist who knew the complete details, Gottlieb was hauled

before Congress to testify. Years later, he was implicated in a variety of lawsuits of families of

victims of MKULTRA. Most important for our purposes, “since Richard Helms was not alleged to

have been directly involved in the drugging, he could not be prosecuted—but ... the case against

Gottlieb could proceed” (Kinzer, 2019, 256-257).
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4.2 Overhead Reconnaissance

The satellite is a foundational innovation for the digital age. We rely on it for GPS, telecom-

munications, the Internet, commercial transactions, and military command. It is well known that

advanced satellites had national security origins. Both the United States and the Soviet Union be-

gan to research them in the 1950s. The Soviets broke through before the United States, launching

Sputnik, the first artificial satellite to enter space, in 1957. The U.S. followed suit in early 1958.

In what follows, we examine the origins of the CORONA program, the first U.S. reconnaissance

satellite; its existence was classified until the 1990s. We chose this case for three reasons. First, it

verifies that our argument extends beyond morally repugnant programs such as MKULTRA to the

costs and risks faced by many technical innovations. CORONA was politically sensitive in large

part because it was an incredibly expensive and untested technology. Managers were concerned

about perceptions of wasteful spending during a time of deficit among other concerns.

Second, reconnaissance satellites are a tough technological test of our theory. On the one hand,

they are hard to keep secret. The flight tests sent rockets into space that others could easily

observe. In the early days, the U.S. could not readily predict where the payloads would end up. On

the other hand, openness was incredibly attractive because satellites require cutting-edge experts

across many scientific and engineering research areas to build.

Finally, there are historical quirks surrounding this case that provide a quasi-counterfactual

test. In many cases, where innovations are proposed and piloted is non-random. That is, bold

and radical innovations are likely to be introduced and tested in internally secret institutions for

the reasons we outline. CORONA, however, occurred in a unique historical period in which the

CIA was just starting to get into the business of technical intelligence. As such, it was not an

obvious outlet to develop reconnaissance satellites. Indeed, the proponents of what would become

CORONA were military officers who first tried to work through military channels before shifting

to the CIA after facing resistance from their bosses at the Pentagon. Because of this, we know

what would have happened if an open organization was the only avenue for authorizing this bold

innovation; they rejected it. Sputnik subsequently changed the decision-making calculus of leaders,

resulting in the approval of a covert program to develop CORONA. Given space constraints, we

focus primarily on the pre-Sputnik (counterfactual) period.
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4.2.1 The open origins of CORONA

Throughout the 1950s, monitoring the Soviet Union was a perennial concern among policy-

makers (May, 1998, 21). As Soviet capabilities to thwart existing reconnaissance tools advanced,

concerns about the continued viability of the U-2 spy plane grew. U.S. policymakers wanted a

more reliable option (Greer, 1973, 3). Thus, some in the Air Force conceived of Weapons Sys-

tem 117L (the antecedent to CORONA) (Brugioni, 2010, 200). Responsibility for it was placed

in the Western Development Division, which was managing ballistic missile development at the

time. According to a declassified history, “WDD had been established with handpicked military

personnel and with special reporting channels for expediting program decisions” (Oder, Fitzpatrick

and Worthman, 1988, 4). They initially solicited design bids from cleared government contractors.

Lockheed subsequently won a contract, but funding challenges loomed (Dienesch, 2016, 129).

The institutional structure surrounding WS-117L was internally open, per our definition. To

begin with, the Secretary of the Air Force, Donald Quarles, “responded to news of the [Lockheed]

contract by ruling that neither mockups nor experimental vehicles should be built without his

specific prior approval” (Oder et al., 1988, 5). In other words, the research team within the

Western Development Division lacked the ability to pursue pilot testing without alerting their

manager. Moreover, although WS-117L was technically a classified project, presumably to keep

details from the Soviet Union, “Program details were reported to, and approved by, Congress”

(Oder et al., 1988, 14).

The open nature of the institution meant that managers, who registered concerns that fit the

cost-risk tradeoffs our theory identifies, were able to quash progress on WS-117L. Although some of

these concerns may appear surprising in hindsight given the importance we ascribe to reconnaissance

satellites today, it is important to bear in mind that the merits of WS-117L were initially being

debated before the Soviets launched Sputnik. One major issue was that Eisenhower was promoting

the “space for peace” initiative which, according to a declassified history of CORONA, had “become

a credo of US policy in 1955” (Oder et al., 1988, 5). Decision-makers were concerned that if they

authorized WS-117L, it would run contrary to such commitments. The proposed reconnaissance

satellite was particularly complicated since ballistic missiles, considered military hardware, were

envisioned as the main booster (Oder et al., 1988, 7).
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A second challenge for the WS-117L concept was that the technology itself was so novel that

research into it could be perceived as wasteful. As one study notes, Quarles himself “was not actively

hostile to the satellite program as such, but had developed strong views about reliability and using

low-risk technology.” It goes on to point out that “The technology to be embodied in the WS117L

satellite was largely unproven; no satellite had even been orbited, and little was known of problems

that might arise in a weightless, airless environment” (Oder et al., 1988, 6-7). Adding further

fuel to Quarles’ resistance was “the administration’s commitment to eliminate ‘noncritical’ defense

expenditures” particularly since “the need for satellite overflight [was not] generally acknowledged.”

As a result of all this:

In such reasoning Quarles found ample justification for his stubborn refusal to approve

the start of a meaningful development program. He was more willing to allow relatively

low-cost studies to proceed-but further he would not go. The fact that the administra-

tion was wrestling with a growing financial crisis, which later that year would cause it to

postpone payments on defense contracts in order to relieve pressure on the established

national debt limit, gave additional weight to the arguments of the economy bloc (Oder

et al., 1988, 6-7).

Consistent with what we would expect in an internally open institution, senior managers like

Quarles weighed these costs and risks against the potential benefits of the project and concluded

that the former were more salient. As a result, funding for fell well below the requested levels.

This came at the extreme disappointment of the research team who weighed the costs, risks, and

benefits differently. This is normally where the story would end in an internally open institution.

A final aspect to the pre-Sputnik period of this case that is consistent with our theory is the

plan Air Force officers working on WS-117L hatched to try to move things along. The concept,

conceived of by Colonel Oder, was known as “Second Story” (Dienesch, 2016, 131-134). It had

two prongs. First, it would be announced that WS-117L was being cancelled and replaced with a

scientific satellite overseen by the Air Force. This was a cover story. At the same time, the project

would be covertly restarted and accelerated under the auspices of the CIA (Oder et al., 1988, 10).

As noted above, the CIA was just getting into the business of technical intelligence and thus was not

an obvious choice to handle the project. This is likely why it did not originate there. Interestingly,
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however, a handful of the individuals involved in the Air Force satellite project were familiar with

the Office of Science and Technology after working on the highly-classified U-2 project (Richelson,

2002, 23). Thus, the very fact that they proposed this option, which was outside of the “ ‘normal’

development cycle” (Oder et al., 1988, 9) is highly suggestive that internal secrecy was viewed, at

least by the research team, as a way to advance a bold and risky innovation.38

Sputnik’s success in October 1957 took policymakers by surprise. While their earlier behavior

was obviously not conditioned by an event which had not yet taken place, the Soviet Union’s success

in space altered their thinking, including on the importance and feasibility of this technology.

As such, the post-Sputnik period is effectively a different case and beyond our current scope.

Moreover, policymakers’ emphasis limiting many discussions to oral briefings “owing to the extreme

sensitivity” on the project means that “there are few official records in the project files bearing

dates between 5 December 1957 and 28 February 1958” (Oder et al., 1988, 15) Nevertheless, our

theory illuminates several key elements of this period that are worth briefly mentioning.

First, the strong desire for external secrecy—in this case, concealing CORONA from the

Soviets—meant that the CIA’s ability to “maintain effective secrecy” was of paramount impor-

tance (Oder et al., 1988, 21). Second, the value of preserving external secrecy resulted in deep

internal secrecy, as evidenced by Eisenhower’s admonition that “only a handful of people should

know anything at all about it” (Oder et al., 1988, 20). The fact that the CIA Director was “the

only US Government employee authorized to spend money without substantiating vouchers” is also

notable in that it almost certainly helped avoid scrutiny of higher-order principals like Congress

from interfering (Oder et al., 1988, 21). Eisenhower’s apparent decision to approve CORONA via “a

handwritten note on the back of an envelope,” combined with the heavy emphasis on oral briefings,

is also consistent with our mechanism focused on plausible deniability (Oder et al., 1988, 28).

4.3 Anticipating objections

One concern is that secrecy was only available to these actors because of the fear of foreign

threat. The cases show that research teams were indeed concerned the Soviets would learn of

their activities. But this is complimentary to our theory. As stated in Section 2, we are agnostic

about why these agencies are granted secrecy. All we claim is that given that secrecy is available,

38Initially, Second Story was “entirely concocted within Schriever’s own organization.” See Oder et al. (1988, 12).
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researchers will exploit it to collect pilot data while keeping others in the national security com-

munity in the dark. We found evidence for this. For example, officials cite both international and

domestic concerns as a justification for bringing testing to CIA (Redacted, 1958). They went to

extraordinary lengths to convince others in the Air Force that CORONA was cancelled. In MKUL-

TRA, Dulles purposely established protocols to keep himself ignorant of Gottlieb’s activities. We

do not think Dulles would keep himself ignorant out of fear of revealing information to the USSR.

Another concern surrounds the sources of political costs. Our theory is abstract and we make

few claims about the source of political costs. But one might still wonder if our theory is limited in

practice to cases of morally repugnant research.The CORONA program shows that public-sector

researchers are sensitive to perceptions of waste when budgets are tight.

4.4 Broader implications

While these cases supported our causal mechanism, the theory also makes claims about the

overall patterns of innovation that are adopted by, and come out of, the secret parts of government

relative to the open parts. To comprehensively test this, we would need to identify a specific policy

problem that needed solving, recover all of the ideas that all agencies proposed to solve it, and code

the trajectories of each idea. Coding this is difficult. For starters, most science and technology plans

are classified. Moreover, policy problems and technology solutions rarely fit into neat categories. We

also face strategic selection concerns. Certain kinds of researchers may gravitate to certain agencies,

and if multiple agencies exist, private-sector contractors will strategically target proposals.

Appendix C examines a unique episode in U.S. innovation history—the origins of the U-2 spy

plane—that provides some leverage on this broader question. The rough contours are as follows.

In 1953, the Air Force openly solicited bids for a high-flying reconnaissance aircraft. There is a

complete record of the proposed projects, the pros and cons of each, and the options the Air Force

approved through the open review process. The historical quirk, which we explore in detail, is that

a newly-created secret entity was quietly watching this process. No one at the Air force or from

the pool of bidders knew that Project 3 existed, much less that it could vet, refine, and recommend

proposals. Thus, no research teams could select into a secret entity on their own, and the Air Force

could not reject a bid hoping a secret entity would pick it up. Further, the bids were all open

internally, reducing concerns about the relevance of hiding concepts from the Soviets.
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In the end, we document all the bids that are proposed during the open tender process, the

bids that the Air Force accepts and rejects, and the bids Project 3 explores in secret and ultimately

recommends. Consistent with our theory, the Air Force rejected a bid for a radical design in favor

of safer options. Project 3 picks up Lockheed’s bold design, leading to the development of the U2

spy plane. The internal documents that we can recover further confirm the logic of our argument.

5 Conclusion

We argued that secretive national security institutions are more innovative because they are

secret. Secrecy is not equally valuable at every stage of innovation. Rather it allows an enterprising

researcher to pursue initial ideas that are so bizarre, morally controversial, and unlikely to work

ex-ante that their manager would refuse to fund the initial concept. But if pilot research confirms

the researcher’s intuition, she can convert it into an innovation. These ideas reflect some of the

most important innovations in the twentieth century. The model explains that this theoretically

drives different patterns of innovation in national security and other public-sector agencies.

Our theory complicates recent research that sees secrecy as a threat to national security; and

even democracy (Carson, 2018; Carnegie and Carson, 2018; Carnegie, 2021; Colaresi, 2014). Based

partially on this research, pundits have embraced greater transparency, information sharing, and

oversight. While the benefits of things like greater oversight are known, our paper identifies long-run

institutional costs that we may only start to understand decades from now.

These complications are important for the resurgence of great power competition. Consider

debates about how the U.S. manages China’s rise. Many argue that more national security inno-

vation is needed to maintain an edge (Rogers and Nye, 2019). At the same time, many also argue

that the U.S. must adhere to its democratic principles—which include oversight and openness—to

maintain its edge over China (Malinowski, 2020). Our theory suggests that these two strategies are

often in tension. The return of great power competition has also created pressure to classify more

innovation and punish leakers.

This paper also shows how secrecy aimed at denying information to China may inadvertently

promote novel national security innovations. Indeed, senior officials have noted unanticipated

benefits. As Former Vice Chairman of the Joint Chiefs of Staff, Gen. John Hyten, argued: “when
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‘you’re in the black, nobody’s checking your homework’ ... [which] means programs are free to

have setbacks without risking cancelation” (Myers, 2021). Our theory highlights how the U.S. can

properly harness secrecy to maintain our innovation edge.

Finally, our theory has important private-sector implications in an age of socially responsibility.

Firms are increasingly asked to choose between safer, less controversial research bets, or boycotts

and shareholder protests. This may explain why the most innovative entrepreneurs, such as Elon

Musk and Peter Thiel, who have collectively founded seven, one-billion dollar companies are those

willing to embrace political controversy.
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A Formal Appendix

A.1 Lemma 3.1: When open institutions do not innovate

In the open institution, there are three strategy profiles that can lead to innovation. In the first
R pursues an idea, D does not approve research, then D selects innovation absent research. If
this was an equilibrium, then D could not profitably deviate to rejecting innovation at the final
decision-node. But D prefers to deviate to rejecting innovation if e0 − cD < 0 ≡ e0 < cD. This
cannot be satisfied if condition 1 is.

In the second pathway, R pursues an idea, D approves research, then D approves innovation after
research. Off the path, if D does not research D does not innovate. In this pathway, D approves
innovation at the final on-path node if e1 + θ − cD − kD > −kD ≡ e1 > cD − θ. Working
backwards, D’s expected utility for authorizing research given expectations of on-path play is
pr(e1 + θ > cD)(e0 + θ − cD)− kD.39 If instead, D does not research he gets 0. This solves for the
threshold of condition 1.

In the third pathway, R pursues an idea, D approves research, then D approves innovation after
research. Off the path, if D does not research D approves innovation. Working backwards, D’s
expected utility for authorizing research given expectations of on path play is pr(e1 + θ > cD)(e0−
cD) − kD. If instead, D does not research he gets e0 − kD > 0. For the equilibrium to hold
together, D cannot profitably deviate to no research and then innovation. This is only true if
0 < e0 − cD < λ0(e0 + θ − cD)− kD). But these conditions cannot be jointly satisfied if condition
1 is.

This completes the proof.

A.2 Proposition 3.2: Secrecy facilitates innovation

We re-state the equilibrium strategies. R’s strategy is to engage in secret research. D’s on-path
strategy is to approve a innovation if secret research yields a signal that shifts D’s posterior belief
e1 ≥ cD − θ, and reject the project otherwise. Off the path, if R asks for permission to conduct
research, D does not approve research and does not approve innovation.

Notice that if R does ask for permission, we are in a sub-game that exactly reflects the open
institution. It follows that D’s off-path strategy to reject research and reject innovation is supported
if Condition 1 is. This yields a pay-off of 0, 0. Similarly, if R rejects an idea at the first node, pay-offs
are 0 for both players.

Turning to on-path actions, in the final node, D approve an innovation iff e1+θ−cD−kDx ≥ −kDx.
Notice that this reduces to the condition we use to derive λ0.

Working backwards, consider R’s on-path decision to engage in secret research. R’s value from
secret research is: (1− λ0)0 + λ0(e0 + θ− cRx)− kR. R prefers this to all her other options (which
each yield 0) when equilibrium condition 2 is satisfied. It follows that R cannot profit from deviating
to open research, or rejecting under the two conditions stated in the equilibrium.

39Because this expectation unfolds before m is revealed, e0 = e1.
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A.3 Two pathways to innovation

In this section we explain how we derive our empirical implications from the main model. The
basic idea is to re-arrange the equilibrium conditions 1, 2 with regard to our main parameters.

The first pathway describes different features of p(). Our first bullet point relates to e0, the expected
value of p. Define a second distribution pα as p that is identical to p but shifts the mean by α ∈ R.
That is, for an arbitrary input a, p(a) = pα(a+ α). Notice the standard deviation of pα is σp and
the expected value is e0 + α.

We can re-write the first bullet point in pathway 1 as follows. Suppose α = 0, and otherwise we
take a list of parameters that meet the conditions for secret innovation outlined in proposition 3.2.
There exists a ᾱ large enough so that for any α > ᾱ the right-most inequality of condition 2 is no
longer satisfied and also |e0−0| < |e0 +α−0|. Further, there exists a α small enough so that for any
α < α the left-most inequality of condition 2 is no longer satisfied and also |e0 − 0| < |e0 + α− 0|.

Starting with the right-most inequality, notice that λ0 − kD
e0+θ−cD → −∞ as α →∞ and also that

λ0 − kR
e0+θ−xcR →∞ as α→ −∞.

It follows that for every set of parameters for which we can observe secret innovation, that if we
move the agents’ expectation that research will succeed far enough away from 0 in either direction
that we will break the result. To be clear, there are cases where we cannot support secret innovation
for e0 = 0 but can for other parameters. The point is that the parameters for which we can support
it must be sufficiently close to e0 ≈ 0.

Our second bullet point relates to the standard error of p, σ0. Define a second distribution pβ as
p with a resolution parameter β > 0. We also define the standard error as σβ. More precisely, for
an arbitrary input a, p(e0 + a) = pβ(e0 + βa). Notice that the expected value of pβ is equal to e0.
Also, for β < 1, σβ < σ0, and for β > 1, σβ > σ0.

We can re-write the second bullet point as follows. Suppose a list of parameters where condition 2
is satisfied and replace p with pβ, β = 1. There exists a β small enough so that for any β < β the
left-most inequality of condition 2 is no longer satisfied. This rests on λ0. R’s benefit from secret
research comes when it provides a sufficiently positive message that D will approve. That is we
need an m that satisfies.

The second pathway starts with the premise that managers know a project shows promise (i.e.
e0 > 0), especially once it is improved by research (e0 + θ >> 0). However, they know that the
research involves political costs that outweigh the amount that research improves the project (i.e.
θ ≤ kD).

We start by noting that that for any initial expectation of success e0, and amount that research
improvement θ, there exists a sensitivity to the costs of authorization cD for which condition 1
holds. Similarly, there exists a sensitivity to the costs of research for which condition 1 holds.

Now focusing only on conditions where e0 > 0 but 1. Suppose a distribution p(π) such that there
exists a message m∗ that implies e1|m∗ + θ > cD, then there exists a kR → 0 for which we can
satisfy 2. The proof follows instantly from the proof of proposition 3.2 (especially noting that 2 is
always satisfied if kR = 0.). So long as there is some chance that research will convince D, we can
find a researcher sufficiently insensitive to costs who is willing to research given that small chance.
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At first, it appears that this mechanism requires R and D to hold different costs. However, this
is not always the case. Focusing again on conditions where e0 + θ > ci > 0 and 1 holds. It is
possible to find conditions where secrecy facilitates innovation and cR = cD, kR = kD. This also
follows instantly from proof of proposition 3.2. It is only an existence claim. Consider parameters
ki = .3, e0 = 1, ci = 1, θ = .4. Then with a sufficiently small x (for example, x = .2) there exists a
p() that satisfies it.

A.4 Proposition 3.3: Monitoring and principle agent dynamics

Under the assumption that D will not monitor, k = λ0[e0 + θ − cD] represents the level of cost
associated with research that leaves D indifferent between approving open research and no research:
λ0[e0 + θ − cD] − k > 0. When k < k, D will approve research into the project if R asks. We’ve
shown that R strictly prefers open research if D will approve it.

Under the assumption that D will not monitor, k̄ = λ0[e0 + θ − cRx] represents the level of cost
associated with research that leaves R indifferent between secret research, given R’s belief that
research will be pivotal for D’s choice, and no research: λ0[e0 + θ − cRx]− k > 0. When k > k̄, R
prefers to scrap the project yielding a benefit of 0 for both players.

Working backwards, if D does not observe research, he knows that either R has scrapped the
project, or that R is pursuing research in secret. Thus, D prefers not to monitor, rather than to
monitor (yielding a payoff of 0) if:

pr(k ∈ k̄,∞)0 + pr(k ∈ k, k̄)[λ0(e0 + θ − cD)− x
∫ k̄

k
f(k)dk] > 0 (5)

This solves for condition 3 in the manuscript as desired.

The Remark describes D’s expected value for failing to monitor at the monitoring choice node,

given every realizable value of k ∈ k, k̄. We compute it by subbing in k for
∫ k̄
k f(k)dk in equation

5 and solving for k. The Remark simply highlights that there are realizations where D’s expected
value at that node for allowing research to proceed on path is negative.

A.5 Lemma 3.4: Researcher can fabricate her report

The extension requires us to re-define the agent’s beliefs about π now that they can diverge. We
continue to define e0 as both agents’ prior expected value of π|p, and e1 as both player’s common
post-open research expected value of π. We now define R’s post-secret research expected value
of π as: eR = e1 and D’s post-secret research expected value of π as eD|sR(mR), p. The only
difference is that eD depends on R’s research report, and R’s strategy. A strategy for R is sR(a1 ∈
(sp, or, sr),mR|a1 = sr). A strategy for D is a double sD(b1 ∈ (r, nr)|a1 = or, b2 ∈ (a, na)|a1 6= sp).

We ask, can we find a cost profile for a researcher cR, kR in which we can support honest, credible
research that facilitates innovation. That is, we want to find an equilibrium that has the following
properties. Research would not happen in the open institution (condition 1 is satisfied). R conducts
research in secret, then for any pilot research that R observes, R sends an honest message: mr = m.
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D believes R’s message such that eD = eR. D’s decision to research is conditional on R’s message.
Off the path, if R researchers in the open, D rejects.

The first thing to note is that there is a single cut-point of D’s post-research beliefs that determines
whether he approves or rejects an innovation. Assume an equilibrium in which R’s research report
is credible. Define a post-research belief e∗D based on a credible research report m∗ that leaves D
indifferent between approval or rejection:

e∗D|m∗ + θ − cD − xkD = −xkD ≡ e∗1|m∗ = cD − θ

It follows that if m > m∗, that D will approve innovation following R’s credible message and not
otherwise.

Second, R’s expected value from innovation following secret research is strictly increasing in m so
long as D approves the project. Third, in an equilibrium characterized by honest, credible reporting,
R’s expected value from sending a message m ≥ m∗ is eR−xcR− kR; and 0 from sending m < m∗.

Since R’s report is costless to write, and there is no restriction on mR, R can clearly influence D’s
choice by deviating to a dishonest message. For R’s research report to be credible, it must be that
R cannot profitably deviate from honesty. The three points imply this is the case if after observing
secret research R is indifferent between innovation and not given m = m∗. This is the case when
kR = kD/x as stated in the manuscript.

We now need to check that R is willing to conduct secretive research given R’s sensitivity to
deployment costs. We can if: λ0[e0 + θ − cRx] − kR > 0. Subbing in cR = cD/x we get: kR <
λ0[e0 + θ − cD]. Since kR must only be non-negative, we take it at the limit kR = 0. Thus, we can
find a researcher who is willing to research if: e0 + θ = cD as desired.

A.6 External ambiguity, and calibrating cost passing.

We extend the model as follows. In the first stage, the researcher sets z ∈ [0, 1− x]. When z = 0,
the model goes down the secret innovation pathway and payoffs are the same. Else, the model goes
down the open pathway. However, we adjust the cost share parameter so that D accrues a x + z
share of the research cost, and R accrues a 1− z share of the research cost. When z = 1−x, notice
this represents an institution that is internally open as in the baseline model. See the manuscript
for substantive motivation. But loosely, we can think about z as representing the expected chance
that agents within the national security agency can keep the manager’s knowledge of devilish details
secret from some un-modeled, higher level principle.

This variant of the model represents a tough theoretical test for the relevance of internal secrecy
because only x = 0 represents true internal secrecy. We assume that the researcher is going to
the manager for all x > 0, the manager fully understands what the research involves and can shut
down a project if he wants to. We’ll show that even under this tough test, conditions arise when
the researcher still exploits internal secrecy.40

40We get even stronger results in favor of internal secrecy in a model where increasing z both increases the
manager’s cost, and probabilistic informs the manager of the devilish details. This would represent a setting where
the research writes a vague report, or a very technical report where the devilish details are buried. In a situation like
this, the manager may pick up the details but may not.
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Define z∗ = max[1− x, λ0(e0+θ−cd
kd

− x].

Proposition A.1 If

λ0(e0 + θ − cd)
kd

− x > z > 1− λ0(e0 + θ − cr)
kr

can be jointly solved for some z ∈ [0, 1 − x], then the following strategies are sub-game perfect. R
sets z = z∗ in the research phase. D’s strategy is to accept research if z ≤ z∗ and deny research
otherwise, then approve a innovation if secret research yields a signal that shifts D’s posterior belief
e1 ≥ cD − θ, and reject the project otherwise.

The second stage proof is identical to Proposition 3.2. Here we focus on the first stage. R is willing
to ask for permission rather than do nothing, if λ0(e0 + θ − cr) − kR(1 − z). This solves for the
RHS of the equilibrium.

D accepts research if: λ0(e0 + θ − cd)− kD(x+ z) > 0. This solves for the LHS of the equilibrium
condition. Since R’ utility is increasing in D’s responsibility, R sets z to leave D indifferent, and
this gives us z∗. This completes the proof.

Do researchers ever sustain internal secrecy from their managers if they can pass some costs? They
do if

λ0(e0 + θ − cd)
kd

< x (6)

If this condition is satisfied, then the manager will reject a project pre-research if they are alerted
to it. If condition (2) is also satisfied, then the equilibrium described in proposition 3.2 plays out.
Equation 6 is easier to satisfy when cd, kd are high. This substantiates our claim in the manuscript
that researchers only exploit informal briefs when the manager’s costs are low, and that we expect
to see this kind of informal briefing in the deep uncertainty pathway. However, we still expect true
internal secrecy over the devilish details when condition 6 is satisfied.

A.7 Institutional Design

We now introduce a higher-level principle who: (a) has a stake in the national security welfare of
the country; (b) has the power to write the rules that govern how members of the Executive incur
costs. In the US context, this principle could represent Congress.

We starting with the monitoring extension presented in section A.4. We assume a prior stage where
Congress sets x ∈ [0, 1]. Then the game unfolds as it is presented between the actors involved.
This closely matches how Congress writes rules for the National Security Community. Specifically,
Congress pass general laws that determine the conditions under which a specific agent will face costs.
These include laws that determine what actions are illegal, or constitute professional misconduct. It
also includes who has a responsibility for their subordinates, and who has a responsibility to speak
up if their managers abuse the law. Members of the intelligence community are then confronted
with specific scenarios (e.g. the decision to pursue a particular idea) knowing what the laws that
govern their actions are, the risks of exposure, etc.
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As we shall see, setting x has two affects. First, it alters the strategic incentives of the agents
in the research institution. Second, it imposes a direct cost on Congress because, consistent with
our motivation that internal secrecy is important to sustain external secrecy, it raises the risk that
foreign rivals will discover the programs and capabilities of our national security institutions.

We assume that Congress’ utility function is similar to the manager’s in that Congress incurs the
research and innovation costs when the manager does. We assign cO (O for overlord) as Congress’s
cost for pursuing innovation. We assume Congress suffers the common k, which is randomly drawn
in this model and discussed in section A.4. We allow the possibility that Congress suffers one
additional cost, g(x), which is weakly increasing in x and g(0) = 0. This cost represents the
inevitable trade off between internal secrecy and external secrecy. As discussed in the concepts
section, internal secrecy is what partly excuses agents from punishment when their team makes
choices that they did not know about, or had limited ability to question. In an open institution
x = 1, meaning that all agents are responsible for finding out what is happening in their own team
and reporting wrongdoing when they see it. But as discussed in the concepts section, the higher x
is, the greater risk there is that foreign rival will discover our intelligence practices. Putting these
pieces together, Congress’ utilities are

UC(research, innovation) = π + θ − k − co − g(x)

UC(no research, innovation) = π − co − g(x)

UC(research, no innovation) = −k − g(x)

UC(no research, no innovation) = −g(x)

The theoretical concern that motivates this extension is that even if it is true that a high amount of
internal secrecy would incentivize agents to participate in the don’t-ask-don’t-tell scenario, Congress
would anticipate this concern and change the institutional rules so that National Security agents
would not exploit it. We will show that Congress faces two incentives to institutionalize internal
secrecy despite the risk of abuse. One is a direct incentive, that mirrors the managers. The second
is an indirect incentive, brought on by the concern that foreign rivals will discover our secrets. We
show that either is sufficient for Congress to set x lower.

We focus on the case where we can find 0 < x∗ < 1 That implies, if x ≤ x∗ condition 3 is satisfied.
That means we can support the don’t-ask-don’t tell equilibrium if x is sufficiently low.

We also assume that cR = cD = c. This assumption guarantees the following result:

Lemma A.2 If Congress sets x = 1, then the the unique on-path sub-game for the agents in the
research institution ensures perfect transparency and trust between the agents. D never investigates
if R does not disclose progress. D rejects all research proposals if k > λ0[e0 + θ − c] and accepts
otherwise. R does not pursue research if k > λ0[e0 + θ − c] and pursues research openly otherwise.

Remark We cannot support these strategies as an on-path sub-game in a PBE for any x < 1.
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Recall, k = λ0[e0 + θ − cD] represents the level of cost associated with research that leaves D
indifferent between approving open research and no research: λ0[e0 + θ − cD] − k > 0. When
k < k, D will approve research into the project if R asks. We’ve shown that R strictly prefers open
research if D will approve it.

Recall also Under the assumption that D will not monitor, k̄ = λ0[e0 + θ − cRx] represents the
level of cost associated with research that leaves R indifferent between secret research, given R’s
belief that research will be pivotal for D’s choice, and no research: λ0[e0 + θ− cRx]− k > 0. When
k > k̄, R strictly prefers to scrap the project no matter what whether D chooses to monitor or not,
yielding a benefit of 0 for both players.

Putting these two conditions together, we can guarantee D never monitors and R never researches
in secret if: λ0[e0 + θ − cD] ≥ λ0[e0 + θ − cRx] which implies: x ≥ cD/cR. Given that x ≤ 1, this
means that we can only support perfect monitoring if cR ≥ cD and if cR = cD, then only if x = 1,
as desired.

We justify our focus on cR = cD in two ways. First, the concern that motivates us implicitly
assumes that Congress can set institutional rules that would prevent perverse research. Thus, we
want to focus on cost parameters where this is possible. Second, we also believe that higher level
agents are as or more sensitive than their subordinate to political costs. Setting cR = cD allows us
to examine the condition that holds for both. Beyond these substantive issues, focusing on x = 1
allows us to establish the result without additional distributional assumptions over f(), g().

To establish the claims in the manuscript, all we need to show is that there exists some x < x∗

that leaves Congress strictly better off than x = 1. In particular, we consider the extreme case of
complete internal secrecy (x = 0).

To be clear, our goal is not to completely characterize an equilibrium. That is, we are not interested
in solving for the specific x < 1 that optimizes Congress’s utility. Rather, our only goal is to show
that conditions arise where Congress would strictly prefer to set some x < 1 over x = 1. We
stop before a complete equilibrium analysis because any equilibrium conditions we reported would
necessarily rely on strong distributional assumptions over f(k), g(x). Since we have no theoretical
motivation for the shapes of these functions beyond what we have discussed (e.g., k is positive,
g(x) is weakly increasing in x), we do not want to derive results that rely on stronger distributional
assumptions.

We now turn to the analysis. We just showed that if Congress selects, x = 1 then the model will
unfold as discussed in Lemma A.2. Thus, Congress’ expected utility at the moment Congress sets
x is:

EUO(x = 1) = pr(k < λ0[e0 + θ − c])× (λ0[e0 + θ − cA]− e(k|k < λ0[e0 + θ − c]))− g(1)

Here e(k|k < λ0[e0 + θ − c]) is the Expected value of k given that k is sufficiently low that R will
propose research (and D will authorize it).

Under our assumptions, if Congress selects, x = 0 then the model will unfold as discussed in
proposition 3. Thus, Congress’ expected utility at the moment Congress sets x is:

EUO(x = 0) = pr(k < λ0[e0 + θ])× (λ0[e0 + θ − cA]− e(k|k < λ0[e0 + θ]))
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Here e(k|k < λ0[e0 + θ]) is the Expected value of k given that k is sufficiently low that either R
will research in secret, or R will ask for approval from D (and D will authorize it). it is important
to note a subtle difference between Congress’ incentives to set x and the managers incentives to
monitor their subordinates discussed in section A.4. The manager cared about the expectation that
R was researching in secret because the manager cared about who bore the x share of the costs.
As a result, D’s expected utility from monitoring considered an expectation that k fell in a range
k ∈ [k, k̄]. Congress only cares about whether research happens for a particular value of k, they do
not care about who authorizes it, or who bares the x share of it. Their only goal is to minimize
abusive research practices by any agents. Since someone pursues research if k < λ0[e0 + θ], this is
the inequality that matters to them.

We want to show that EUO(x = 1) < EUO(x = 0). It is trivial to see that if g(1) is sufficiently
high, that Congress will strictly prefer complete internal secrecy. Thus, it instantly follows that
the concern over external secrecy alone can drive Congress to set x = 0.

But also notice that if we can ignore the costs g(1) = 0 we can still achieve this result if:

∫ λ0[e0+θ]

λ0[e0+θ−c]
f(k)dk × λ0[e0 + θ − cA] >

∫ λ0[e0+θ−c]
0 f(k)dk

λ0[e0 + θ − c]
−

∫ λ0[e0+θ]
0 f(k)dk

λ0[e0 + θ]

The LHS of this inequality captures that lowering x from 1 to 0 means that more research will
happen, and this raises the chance of welfare enhancing innovations. The RHS of this inequality
captures that lowering x means that the additional research comes at a higher level of political
costs.

B Monitoring the Soviets and the origins of U2

The main paper examined two cases of innovation: the search for mind control and the origins of the
satellite. This section examines a third case, the origins of the U-2 spy plane. As will be described
in detail, this case provides additional inferential leverage that further validates the theory.

One of the United States’ most pressing priorities in the early years of the Cold War was gaining
better understanding of the Soviet Union’s capabilities.41 Without it, there was a heightened risk of
insecurity, the possibility of arms racing, and even inadvertent war. But an aggressive and capable
air defense made the prospect of overflights below a certain altitude a risky endeavor. Thus, the
search for a high-flying reconnaissance aircraft was on.

The initial effort was spearheaded by the Air Force and various affiliated organizations. One of the
most notable efforts was spearheaded by the Wright Air Development Command led by Major John
Seaberg. In March 1953, Seaberg settled on desired specifications for the aircraft. He wanted it to
“have an optimum subsonic cruise speed at altitudes of 70,000 feet or higher over the target, carry
a payload of 100 to 700 pounds of reconnaissance equipment, and have a crew of one” (Pedlow and
Welzenbach, 1992, 8). Seaberg solicited proposals from a number of smaller airframe manufacturing
companies. He was seemingly interested in any solution that met his specifications and believed
smaller companies would take the project more seriously and move more quickly (Pedlow and

41https://nsarchive2.gwu.edu/NSAEBB/NSAEBB74/U2-02.pdf.
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Welzenbach, 1992, 8). He heard four bids:

• Fairchild Engine and Airplane Corporation proposed a single-engine aircraft, the M-195,
which promised to reach a maximum altitude of 67,200 feet.

• Bell Aircraft Corporation proposed a twin-engine plane, the Model 67, or later the X-16,
which promised to reach 69,500 feet.

• Glenn L. Martin Company proposed “a big-wing version of the B-57 called the Model 294,
which was expected to cruise at 64,000 feet.”

• Lockheed Aircraft Corporation proposed a modified, single engine aircraft that approximated
sailplane, the CL-282, which promised to reach just north of 70,000 feet (Pedlow and Welzen-
bach, 1992, 9).

In a moment we will support our theory by examining who funds what and why. Before that, we
emphasize the unique features of this case that help us validate our core counterfactual claim.

B.1 Counter-factual reasoning at this unique period in history

Our theory is built on a counter-factual claim: secret institutions pursue research that more open
institutions would reject. This is difficult to validate in the modern institutional context for three
reasons. First, the military and intelligence organizations employ many scientists who devise ideas
on their own. When a CIA scientist conceives of a novel idea and explores it, for example, we
cannot know whether the military would have rejected it. Second, scientists and engineers select
into the institutions they work for. As such, we cannot know if CIA scientists are similar to military
scientists and vice versa. Finally, private companies that devise new ideas know they can pitch
them to highly secret parts of the government like the CIA through classified contract mechanisms.
If our theory is right, we may never observe them take ideas to the military.

A confluence of factors in this case provides a unique opportunity to test our theory. First, the
companies that bid on reconnaissance aircraft all believed that the Air force was effectively the
sole outlet for such pitches.42 Interestingly, however, a relevant secret organization did exist. In
July 1954, President Eisenhower tapped the President of MIT, James Killian, to head a group
of scientific experts called the Technology Capabilities Panel (TCP) (Richelson, 2002, 11). Its
existence was not widely known: “As with other secret panels formed by chief executives to deal
with intelligence matters, Congressional input was missing from the TCP deliberations and few
Congressmen knew it even existed, although many of its decisions had an immense impact on the
nation’s military and intelligence preparedness” (Laurie, 2001, 5).

Project Three, one of three entities comprising the TCP, was a small group broadly focused on
intelligence capabilities. It was not specifically tasked with developing proposals for overhead re-
connaissance aircraft. Thus, the small and secretive Project Three members were not soliciting
bids for such aircraft, and nobody expected that they would. However, the extreme secrecy that

42Although the CIA had developed several branches to deal with scientific intelligence and research and develop-
ment in the early- to mid-1950s, they did not have much experience at that time with technical collection systems.
See Fischer (2001).
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surrounded Project Three meant that they could develop research ideas in small teams that out-
siders would not know about. Thus, unlike the Air Force, they exhibit the internal secrecy that
our theory requires for secret innovation.

Based on this context, it is reasonable to assume that the Wright Air Development Command and
any other relevant Air Force-related entity would hear all bids pertaining to overhead reconnaissance
and had first right of refusal. Moreover, any project they did fund would at least be scrutinized by
the broader Air Force leadership and possibly Congress. They would have also likely believed that
anything they rejected would not be funded. However, as just noted, Project Three was quietly
lurking in the background and ready to pick up rejected proposals if they so chose. This allows us
to evaluate our counterfactual because we can observe: (1) what the open institution actually chose
to accept and reject and; (2) given what the open institution rejected, what the secret institution
chose to accept and reject.

B.2 Who funds what and why

The Air Force opted to pursue two proposals, the modified version of the B-57 from Martin which
was viewed as a short-term solution and the Bell X-16 which promised better results in the medium-
term. Bell was contracted to produce 28 such aircraft. At the same time, the Air Force rejected the
Fairchild and Lockheed proposals. The Fairchild proposal was relegated to the dustbin of history.
The Lockheed proposal was not. Lockheed took their proposal to various parts of the Air Force—
including the Wright Air Development Command as well as Strategic Air Command and the Office
of Development Planning—all of whom rejected it (Pedlow and Welzenbach, 1992, 11-12). Along
the way, Project Three members learned of the Lockheed proposal and were immediately interested
in it (Pedlow and Welzenbach, 1992, 31). As we will detail more in a moment, they undertook
intense secretive research into CL-282’s viability and verified that it would work. This project was
later handed to the CIA as the U-2 project.

We predict that open organizations facilitate innovation when the benefits are clear (e0 is positive),
and there is not much disagreement about the likely effects (σ0 is low); they will reject ideas that
are radically new because they know little about them. Even though new ideas could have benefits,
they could also cause damage. Open institutions are unlikely to take on projects like this even in
the research phase (e0 is near 0). Of these ideas, we predict that secretive institutions will pick
them up as research projects if the potential outcomes vary widely (σ0 is high). That is, there is
a risk of catastrophic damage towards mission objects and enormous benefits that extend beyond
what the other proposals could accomplish.43

This is precisely what we find. The Air force funded two safer projects that incrementally advanced
the state of overflight. The modified B-57 is an obvious example. The goal was to “improv[e] the
already exceptional high-altitude performance of the B-57 Canberra” (Pedlow and Welzenbach,
1992, 9). It “featured lengthened wings, accommodations for cameras and sensors, and uprated
twin engines” (Merlin, 2015, 1). The Bell X-16 was slightly more advanced than the B-57. The
modifications made to reduce weight and reach higher altitudes were far less radical than the CL-282
(Merlin, 2015, 4-5).

The U-2 was radical by design. Senior Lockheed designers prioritized “nonstandard” elements,

43That is, there is uncertainty about whether the innovation will move the U.S. closer to or further from its policy
objectives.
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including “the elimination of landing gear, the disregard for military specifications, and the use of
very low load factors” (Pedlow and Welzenbach, 1992, 10). Several elements of what was eventually
dubbed the CL-282, and would later become the U-2, “were adapted from gliders. Thus, the wings
and tail were detachable. Instead of conventional landing gear,” Kelly Johnson, the lead developer,
“proposed using two skis and a reinforced belly rib for landing—a common sailplane technique—and
a jettisonable wheeled dolly for takeoff.” As a declassified history of the U-2 puts it, “Essentially,
Kelly Johnson had designed a jet-propelled glider” (Pedlow and Welzenbach, 1992, 12).

Part of Seaberg and the Wright Air Development Command’s rationale for rejecting the CL-282
proposal speaks to their uncertainty about whether it would work. Seaberg pointed to its use “of
the unproven General Electric J73 engine. The engineers at Wright Field considered the Pratt
and Whitney J57 to be the most powerful engine available.” All three of the other proposals
they received from small manufacturers relied on the latter. Moreover, Seaberg and colleagues
viewed “[t]he absence of conventional landing gear” on the CL-282 as a “shortcoming.” Because
the other proposals, including the most promising—the Bell—had “normal landing gear,” they were
considered “more conventional aircraft” (Pedlow and Welzenbach, 1992, 12-15).

Other Air Force commands also registered dismay at the novel features of CL-282. General Curtis
LeMay, the head of Strategic Air Command, apparently “stood up halfway through the briefing,
took his cigar out of his mouth, and told briefers, that if he wanted high-altitude photographs, he
would put cameras in his B-36 bombers and added that he was not interested in a plane that had
no wheels or guns.” He called the meeting “a waste of his time” (Pedlow and Welzenbach, 1992,
12).44

According to the declassified history of the U-2, another driving factor in the Air Force’s rejection
of the CL-282 had to do with their “preference for multi-engine aircraft.” This was based on
familiarity and their experience with multi-engine aircraft during World War II and likely explains
why they also opted for the Bell and Martin designed but rejected the Fairchild bid, which relied
on a single engine. Moreover, “aerial photography experts” at the time “emphasized focal length as
the primary factor in reconnaissance photography and, therefore, preferred large aircraft capable
of accommodating long focal-length cameras” (Pedlow and Welzenbach, 1992, 13)

As the foregoing makes clear, the CL-282’s novel design meant that many in the Air Force were
skeptical about its chances of success. In terms of the model’s parameters, the balance of Air Force
staff thought the overall impact of the project would cause no benefit (or harm) for surveilling the
Soviet Union and ultimately ensuring peace. However, some raised concerns which implied that
it could have catastrophic effects: “there was the feeling shared by many Air Force officers that
two engines are always better than one because, if one fails, there is a spare to get the aircraft
back to base... Furthermore, a high-altitude reconnaissance aircraft deep in enemy territory would
have little chance of returning if one of the engines failed, forcing the aircraft to descend” (Pedlow
and Welzenbach, 1992, 13). In other words, there was concern that a single-engine plane that was
missing key parts could crash inside the Soviet Union and conceivably spark a conflict.

To be sure, not everyone in the Air Force shared the view that the Bell and Martin proposals were
superior to the CL-282. Trevor Gardner, Special Assistant for Research and Development, and
some other officials thought it had potential. They believed “it gave promise of flying higher than
the other designs and because at maximum altitude its smaller radar cross-section might make it

44LeMay’s reaction illustrates one way that military culture imposes costs on innovators. As we argued, this makes
innovation difficult in open institutions.
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invisible to existing Soviet radars” (Pedlow and Welzenbach, 1992, 15). Thus, if it worked, its value
would be larger than the other projects.

Taken together, these divergent views support the notion that there was deep uncertainty about
what CL-282 would accomplish. While some believed it was unlikely to work and therefore have no
effect, others thought it could have either very negative or very positive (i.e. more positive than the
other designs) effects. If the Air Force had been the only organization that could have considered
the overflight proposals, one of the most important innovations of the twentieth century may never
have seen the light of day (Pocock, 2000, 14).

Project Three members were themselves sensitive to the risks associated overflight over the Soviet
Union.45 But despite these risks, they pursued the project because of the enormous potential
upside if the project was successful. “By the end of October [1954], the Project Three meetings
had covered every aspect of the Lockheed design. The CL-282 was to be more than an airplane with
a camera, it was to be an integrated intelligence-collection system that the Project Three members
were confident could find and photograph the Soviet Union’s Bison bomber fleet and, thus, resolve
the growing ‘bomber gap’ controversy.” They were also taken with the prospect that the proposal
could be “the platform for a whole new generation of aerial cameras” (Pedlow and Welzenbach,
1992, 31).

Their approach to research supports our theory in two additional ways. First, they operated in
secret. Land and his team “began developing it into a complete reconnaissance system,” meeting
in small-group settings with usually less than 10 people present. Second, they did not instantly
recommend production of U-2 planes. Rather, they exploited secrecy to determine if the project
was viable. Once they realized it was, they revealed what they had been doing to the CIA Director
and to President Eisenhower who was extremely receptive. He “approv[ed] the development of the
system, but . . . stipulat[ed] that it should be handled in an unconventional way so that it would
not become entangled in the bureaucracy of the Defense Department or troubled by rivalries among
the services” (Pedlow and Welzenbach, 1992, 33).46

Interestingly, the project also helped the TCP realize that secret organizations like the CIA were
well-suited to the task of overseeing radical innovations of this kind. As the TCP argued to CIA
Director Allen Dulles in a memo, “this seems to us the kind of action and technique that is right
for the contemporary version of the CIA; a modern and scientific way for an Agency that is always
supposed to be looking, to do its looking. Quite strongly, we feel that you must always assert your
first right to pioneer in scientific techniques for collecting intelligence... This present opportunity
for aerial photography seems to us a fine place to start” (Land, 1954b).

C National Security and Innovation Literature

Since our theoretical framework is closest to principal-agent theories of organizational innovation, we
focus our review on that literature. We also review works in international relations and bureaucratic
politics that help us justify changes in our assumptions. However, our paper has broad substantive
interest for scholars of innovation and security broadly defined. Here we review four different

45See Land (1954a).
46Interestingly, the Air Force eventually comes around to accepting the proposal but does not actually abandon

their X-16 program until the U-2 was operational.
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strands of this literature, explain how we connect and contribute to them:

1. Bureaucracy and barriers to and opportunities for military innovation;

2. Adaptation and military innovation;

3. Conflict processes and innovation, which can examine autocratic repression or terrorism and
innovation;

4. The strategic implications of new technology.

Many of the concepts we describe intersect with these literatures. But we frequently arrive at
surprising conclusions for all of them. In what follows, we explain how our theory intersects with
these important literatures and clarify differences.

C.1 Barriers and opportunities for military innovation

A large literature in security and strategic studies examines military innovation. Many of these
analyses begin with the premise that, despite the importance of innovation to national security,
military innovation is rarer than we might expect it to be. Why? The answer, in brief, is that
innovators face costs of different kinds. One common impediment is that militaries are “hierarchical,
inflexible, and rigid” (Jungdahl and Macdonald, 2015, 467). As Grissom (2006, 919) argues in his
review of this literature, most scholars argue that “military organizations are intrinsically inflexible,
prone to stagnation, and fearful of change.” What this means in practice is that individuals are
often reluctant to suggest new ideas for professional or cultural reasons, and new ideas that do get
proposed can often get shut down.

Despite these barriers, militaries sometimes innovate. Thus, another key task of this literature is
to answer the following question: what explains how militaries can overcome bureaucratic inertia
or military culture to innovate? Some argue that military organizations may innovate when they
face external pressures from the outside, usually from civilians (Posen, 1984). Another is when
senior members of the military re-conceptualize their tasks and create career paths for new officers
that incentivize the embrace of this new way of thinking (Rosen, 1988). A third set of explanations
focuses on cultural differences (Adamsky, 2010; Farrell and Terriff, 2002) According to one study,
a “receptive culture” can facilitate new thinking and vice versa.47 A fourth argues that innovation
requires special incubators, which are “informal subunits established outside the hierarchy” where
individuals can collaborate, try out ideas, and push the envelope. There are others (Grissom, 2006).

While each of these pathways are distinct in important ways, they all share a common strategic
logic. First, individuals inside the military face barriers (i.e. costs) to innovation. Therefore, they
either do not voice their ideas, or are unable to push their ideas through the military bureaucracy.
This explains why innovation does not happen often. Second, opportunities for innovation arise
when military leaders, or outsiders with power create incentives (i.e. lower the costs associated with
pursuing innovation). Things like new pathways to promotion, visionary civilians that intervene
to support and defend new ways of doing business, and incubators where individuals can test

47Price (2014). Lee (2019) has shown, for example, that the Air Force’s cultural preference for manned systems
led it to reject innovations in drone technology for longer than would otherwise be the case if one were using a strictly
rationale model.
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ideas outside the formal process are a way for would-be innovators to safely conceive of ideas,
develop them, and potentially implement them without incurring significant costs. Without these
cost-lowering mechanisms, the argument goes, innovation does not happen.

Our theory accounts for these conditions in the costs and benefits parameters. The logic of our
model under a specific set of parameters is consistent with the logic of these arguments. We find
that researchers will not openly pursue innovation even when the policy implications are important
(the expectation of pi is positive) if the organization imposes large personal costs on the agents.

The critical difference between our theory and this literature is what happens when the costs and
benefits are high. Scholars of military innovation typically argue that if the costs of pursuing
research are high then the innovators simply do not pursue their ideas. As noted, their logics for
military innovation largely follow a similar process: some kind of organizational change transpires
that lowers the costs associated with agents openly pursuing innovation; the researcher realizes
that the organization is accommodating of new ideas; the researcher then raises their ideas with
their manager so that they can openly pursue them. In our theory, national security researchers
sometimes face another option: secret innovation. Rather than taking their idea to their manager,
or sharing it broadly with others in their organization, a small team of researchers can pursue
an idea in secret. This gives the researcher autonomy to pursue their idea and demonstrate its
plausibility. It also allows different agents to distribute the high institutional costs associated with
pursuing new ideas.

In this way, our theory illuminates that existing studies emphasize open, national security innova-
tion in the way that we define openness.48 As written in the manuscript, open research refers to
a setting where individuals broadly share their ideas with their managers, people with budgetary
oversight, and many others across their organization and possibly outside their organization.49

What is more the costs that these scholars describe usually stem from openness. Consider that
bureaucratic inertia, or cultural barriers only prevent pilot testing if ideas are shared openly. If a
small team of researchers does not ask permission, they do not face bureaucratic inertia.

There are several other ways in which our theory differs from, but complements, broader litera-
ture on military innovation which includes both doctrinal innovations as well as technological and
tactical innovations (Beard, 1976; Jungdahl and Macdonald, 2015; Sapolsky, 1972) First, most of
these accounts emphasize innovation that occurs through a top-down process. Our focus entails a
heavy bottom-up component (Griffin, 2017, 214).50 Second, much of this scholarship on military
innovation has a bias towards successful innovations.51 By focusing on the process or pursuit of
innovation, our study allows for the prospect that many of these ideas, particularly those pursued

48Scholars such as Kurth Cronin (2020, 23-28) discuss “closed innovation,” defined as “state organizations creat[ing]
and control[ing] high-end military technologies” such as nuclear weapons. Even in this case, though, while innovation
may be hidden from the outside world it is still open internally within the government.

49Although they do not usually describe it this way, the existing security studies literature usually focuses on open
innovation under this definition. Perhaps the clearest example of this is innovations in doctrine, a common focus
of this literature. When doctrinal innovation happens, it is usually carried out in broad view of many parts of the
military. It requires many services and branches to work together. Even during periods of conceptualization, new
doctrine requires combat experts to interface with logistics, strategic intelligence, manpower and budget experts,
defense contractors, and more. Moreover, since new doctrine requires new field manuals, soldiers tend to find out
important details of doctrine as it is being developed.

50For exceptions, see Jungdahl and Macdonald (2015); Kollars (2014).
51This is evidenced by the way many scholars define innovation, which often requires things like improvements

in military effectiveness. See Grissom (2006, 907). As Posen (1984, 29) notes, however, “Neither innovation nor
stagnation ... should be valued a priori.
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in secret organizations, will fail.

C.2 Adaptation and military innovation

A second literature examines diffusion and adaptation. This is similar because it examines military
innovation. However, they focus on how existing military technologies diffuse cross-nationally.
Horowitz (2010a, 3), for example, develops the “adoption-capacity theory” to explain “why some
military innovations spread and influence international politics while others do not, or do so in
very different ways.” In a somewhat similar vein, Gilli and Gilli (2019, 141) examine the logic of
imitation, asking whether America’s rivals can “easily imitate its most advanced weapon systems
and thus erode its military-technological superiority.”

The aspect of these studies that is most similar to ours examines different ways that states adopt
the same technology. This could be thought of as tactical innovations. However, these tactical
innovations are typically described as open, and the primary barriers is in adopting an existing
technology and not in finding new ways to use it.

C.3 Innovation among autocrats and terrorist groups

Our framework also differs from a newer literature on innovation among terrorist organizations and
autocratic regimes. Regarding terrorist groups, innovation is often driven by the need to evade a
target’s defenses, amplify lethality, and shape public opinion (Horowitz, Perkoski and Potter, 2018).
The precise characteristics of terrorist organizations, their leaders, and their broader environment,
however, shape whether they are successful.52 One of the key differences between these studies and
our own is that terrorist organizations as a whole are insensitive to the costs of innovation whereas
the individuals in our model are political actors and researchers with an entirely different incentive
structure.53

Finally, there is an emerging literature that examines innovation and autocratic regimes. A key
focus of these works is how dictators can exploit technological innovations to their advantage. This
includes the use of the Internet and other technologies for the purposes of repression and surveillance
(Dragu and Lupu, 2021; Gohdes, 2020). In these studies, autocratic leaders are exploiting existing
technologies that may have been developed with an entirely separate purpose in mind for their own
ends, including regime survival and population control. Like terrorist organizations, they are also
insensitive to costs. As noted, our focus is on the sources of innovation in a situation where there
are political actors who can distribute costs to subordinates.

C.4 Strategic implications of emerging technology

A growing litreature emphasizes the strategic implications of emerging technology (see Sechser et al.,
2019, for review). We partly use this litearture to justify our claim that the benefits of innovation
(i.e. whether innovation moves you closer or further from your policy goals) is uncertain. This

52See Moghadam (2013); Perkoski (2019).
53To be sure, terrorists may be sensitive to how the public will perceive an innovation such as suicide bombing but

are themselves by and large insensitive or at least willing to incur enormous costs given the nature of asymmetric
conflict.
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literature is more about what states do with innovations once they have them. It is less about why
states decide to pursue them in the first place (Garfinkel and Dafoe, 2019; Horowitz, 2016; Zhang
et al., 2021).

D Principal-agent literature

Our substantive focus is foreign policy and international relations. However, as we discuss in
the manuscript, the structure of our theory is closest to principal-agent theories of organizational
innovation in the private sector (Lai et al., 2009). These theories emphasize aspects of PA problems
not commonly studied by international relations scholars. In what follows, we explain how our
theory fits within the PA framework. We then clarify important differences with three applications
of PA theory in IR.

D.1 What makes our theory a principal-agent theory?

PA theory is very broad (Eisenhardt, 1989). There are many types of principal-agent problems that
scholars study including moral hazard, agency loss, adverse selection, credible communication, and
unjust reprisals (Stiglitz, 1989; Hart and Holmström, 1987). While each problem is different, they
are united by a few common elements. In this section, we describe the elements of a PA theory
and how our theory includes these elements.

A basic principal-agent dynamic (or contract theory) involves at least one agent and at least one
unified principal that have asymmetric preferences and in which the agent is given a choice to impact
the principal’s welfare (Miller, 2005). Our basic institution models these elements. We study a
researcher and manager who vary in their cost functions. As a result of these cost functions,
situations arise where the researcher wants to pursue research and development but the manager
does not. We make one assumption that is common in models of innovation: the effects of pursuing
a policy follow from imperfect information and are not known to either player. This assumption
is not common in PA models of policymaking (e.g. Downs and Rocke, 1994). The reason is that
policymakers (i.e. the agent ) knows whether their choice will benefit the principal with a large
degree of confidence (i.e the public); at least ex-post.

Beyond this difference, we make a novel assumption in the basic model that departs from PA models
of innovation: the researchers can exploit secrecy to distribute costs. This creates a dynamic in
which the researcher can incur costs to pursue outcomes that the manager would veto. We study
the impact of this additional assumption under complete information because it generates a novel
tension not typically appreciated in PA models.

Principal-agent theories introduce problems through asymmetric information, and a principal’s
initiative (Miller, 2005). The specific type of principal-agent problem varies depending on how
scholars introduce private information (Hart and Holmström, 1987). We model two variants of a
principal-agent problem in extensions 3.3.1 and 3.3.2. The first represents a monitoring problem,
the second represents a credible advice problem. Past scholars examine how variation in the costs
of monitoring, agent selection, or punishments can elicit agency compliance and the credible reve-
lation of information. However, we find that secrecy paradoxically alleviates many of the common
problems of asymmetric preferences and information. It also creates new incentives for the manager
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to extract value from the researcher’s compliance.

D.2 How is this different from PA models in international relations and foreign
policy studies?

Here we describe three literatures that examine principal-agent problems in international relations:
hierarchy, security force assistance, and gambling for resurrection.

We start with a joint-discussion of hierarchy (Hawkins et al., 2006; Nielson and Tierney, 2003; Lake,
2001) and security force assistance (Biddle et al., 2018; Ladwig, 2016). Of course, these empirical
domains are very different from each other. Further, each domain includes many different studies
that tackle different aspects of the PA problem. However, they are all united by the fact that they
assume the principal and agent come from different states and therefore have dramatically different
preferences. Scholars of security force assistance assume that the principal is either US military
advisers or the entire US military and the agent is the military of another state (e.g. the Afghan
army).

We do not focus on a situation like this. Consistent with organizational models of principal-agent
theory and innovation, we examine individual employees (or small groups of individuals) who
work at a single organization (or a handful of closely connected agencies that share a common
mission within the executive branch of a single country; like the CIA and NRO). To match this
domain, we assume that the researcher and manager both share an interest in advancing the
organization’s overall goals (both researcher and manager’s utility is increasing in π). However,
their preferences over research and development still vary because the personal and professional
incentives of managers and researchers vary (c, k can vary).

Our assumptions are appropriate for the setting we study. The goals that national security agencies
pursue are things like defeating the Soviet Union in the Cold War, or winning the Second World
War. In general, we believe that managers and researchers employed in the national security
community benefit to the extent that they succeed in these goals and lose to the extent they fail
in them. This is partly due to the extensive security clearance process and constant monitoring
that national security employees are subject to. It also relates to professional incentives once in
these communities. Finally, evidence suggests that public-sector employees, and especially national
security employees, tend to have a strong public service motivation. However, individual agents may
disagree about the best way to achieve these goals, face incentives to buck-pass, or have parochial
incentives that cause them to weight the costs and benefits differently.

Studies of gambling for resurrection are closer to us because they examine a leader and the public
of the same country. Most notably, Downs and Rocke (1994) theorize about the president as the
agent who makes the choice to fight a war (or not). The president holds asymmetric information
over whether war serves the public interest. They model the public as the principal who can re-
elect the president. This model is closer to ours than the hierarchy and security force assistance
literatures in that the public and the president both share a preference for avoiding bad foreign
policy outcomes.

But there are several differences. First, the president has a unique incentive for re-election that
can conflict with the public’s. As discussed, these preferences are not appropriate in our theory
(although our theory is robust if we model preference variation like this). Second, the president
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has private information about the quality of the choice to fight, and his own quality. This is
not appropriate in our model for two reasons. The first reason is, unlike the American public,
the manager has a security clearance and access to a wide cadre of classified researchers who can
review the existing data. The second reason is that the researcher is very uncertain before they
engage in pilot research precisely because they have not worked on a problem like this. Third, the
public directly punishes the president through an electoral mechanism. This is not appropriate in
our theory for two reasons. One reason is that the manager is complicit through don’t-ask-don’t
tell, and therefore does not do the punishing. Another is that punishment does not take the form
of replacing a researcher with a different one (as in the electoral context).
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